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Foreword

Slovko 2013 — Natural Language Processing, Corpus Linguistics, E-learning will be
again held in Bratislava. The organizers — Slovak National Corpus Department of I’. Stiir
Institute of Linguistics, Slovak Academy of Sciences are honoured to host participants
from eight countries: Bulgaria, Czech Republic, Germany, Greece, Hungary, Poland,
Slovakia and Slovenia.

Over three days participants will be able to benefit from 29 presentations, including
3 plenary talks. Unfortunately, one third of submitted papers on given topics has not been
recommended by the Programme Committee members. We thank to all reviewers for their
constructive suggestions and their help to make the conference even more successful.

The 7™ edition of the biennial conference increased the presence of the linguis-
tically-oriented (corpus-based and corpus-driven) studies. The more technically oriented
papers provide information on effectiveness of the approaches applied, experimenting and
innovative methods. Latest trends and tendencies in enhancing the corpus data can be
found also in the papers written by Slovak authors.

We wish all participants of the conference Slovko 2013 profitable time and positive
inspiration for further cooperation in the field of natural language processing, corpus
linguistics and similar research.

Maria Simkovd
Translated by Adridna Zdkovd



Uvod

Slovko 2013 - pocitacové spracovanie prirodzeného jazyka, korpusovd lingvistika,
e-learning sa kona opit’ v Bratislave a organizatori zo Slovenského narodného korpusu
Jazykovedného tstavu Cudovita Stira Slovenskej akadémie vied vitajii na tomto podujati
ucastnikov z 6smich krajin: Bulharsko, Ceska republika, Grécko, Mad’arsko, Nemecko,
Pol'sko, Slovensko a Slovinsko.

Pocas troch dni rokovania odznie celkovo 29 prispevkov, z toho 3 plendrne pred-
nasky. Zaujemcov o prezentéciu a publikovanie vysledkov svojej prace vo vymedzenych
tematickych okruhoch bolo podstatne viac, no posudzovatelia z vedeckého vyboru neod-
porucali tretinu prihlasenych prispevkov. VSetkym recenzentom d’akujeme za vykonanud
pracu a za zvySovanie kvality celého podujatia.

Na 7. ro¢niku naSej biendlnej konferencie sa zvysil podiel lingvisticky zameranych
$tadii (corpus-based alebo corpus-driven), ktorych je takmer polovica. V technicky
orientovanych prispevkoch prevladaju informdcie o efektivite uplatiiovanych postupov,
experimentovanie a hladanie inovativnych metdd. Nové oblasti vyskumu a snahy
o skvalitnenie korpusovych dit a vystupov sa objavuji aj v prispevkoch slovenskych
autorov.

Vsetkym tucastnikom konferencie Slovko 2013 Zeldme uZitocne straveny konfe-
rencny Cas a pozitivne prinosy z rokovani pre d’alSie projekty v oblasti pocitacového
spracovania prirodzeného jazyka, korpusovej lingvistiky a sdvisiacich vyskumov.

Mdria Simkovd



A New Path to a Modern Monolingual Dictionary of
Contemporary Czech: the Structure of Data
in the New Dictionary Writing System

Kamil Barbierik, Martina Holcova Habrova, Pavla Kochova, Tomas Liska,
Zdenika Opavskd, and Miroslav Virius

Institute of the Czech Language of the Academy of Sciences of the CR, v. v. i.,
Prague, Czech Republic

Abstract. The article presents a new Dictionary Writing System (DWS) that is be-
ing developed at the Institute of the Czech Language of the Academy of Sciences
of the CR, v. v. i., in connection with the preparation of a new monolingual dic-
tionary of contemporary Czech. The new lexicographic software is being created
as a specialised software platform for a modern description of contemporary Czech
vocabulary in the form of a monolingual explanatory dictionary, namely both elec-
tronic (accessible via the internet, mobile communication devices) and printed. The
software development has received grant support from the Ministry of Culture of
the CR within the National and Cultural Identity (NAKI) applied research and de-
velopment programme.

1 Introduction

At the Department of Contemporary Lexicology and Lexicography of the Institute of the
Czech Language of the Academy of Sciences of the CR, v. v. i., a new monolingual dic-
tionary of contemporary Czech has been developed since 2012 (with the working title
Akademicky slovnik soucasné Cestiny (The Academic Dictionary of Contemporary Czech),
hereinafter as the ASSC). It is a medium-sized dictionary with the expected number of
120,000-150,000 lexical units. Its aim is to capture widespread contemporary Czech vo-
cabulary' used in public official and semi-official communication as well as in everyday
(i.e. non-public, unofficial) communication. To a limited extent, the dictionary presents
units utilised in professional and interest-group communication if their use has been ex-
tended beyond their milieu. Dialectal expressions have been included if they are common
in a wider area and are used especially in oral communication or in literature.

With its size and method of treatment, the dictionary being prepared is an academic
dictionary, i.e. a dictionary with an elaborated, standardised and structured explanation
of the meaning of lexical units, with an adequately rich exemplification documenting the
typical use of lexical units, with a sufficiently elaborated description of the basic seman-
tic relations, mainly synonymy and antonymy, with the corresponding description of the

!'In compliance with the definition of contemporary Czech given in [6, p. 89], we define it using
the milestone of the end of the Second World War, i.e. the year 1945.
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grammatical properties of lexical units and with usage labels (a description of the stylis-
tic, temporal, spatial, frequency and pragmatic markedness) of lexical units. Unlike in
previous monolingual dictionaries, grammar information in the ASSC is more detailed,
especially concerning the list of morphological forms and valency. In the ASSC, the treat-
ment of multi-word lexical units has been further elaborated. With most multi-word lexical
units, their meaning and exemplification have been included; they are thus treated almost
like one-word lexical units. As far as the dictionary macrostructure is concerned, run-on
entries occur to a very limited extent, which means that certain types of the lexical units
that have traditionally been included in run-on entries (relational adjectives, deadjectival
adverbs and some abstract terms) have been treated in more detail. (See below for more
information on the individual aspects of the dictionary macrostructure and microstruc-
ture.)

The above-mentioned information implies that the ASSC in many respects closely
builds on the long-term tradition of the creation of monolingual dictionaries of Czech
at the department of lexicography of the Institute of the Czech Language. Nevertheless,
it is also the first synchronic monolingual dictionary of this type and size during whose
creation it is possible, thanks to the development of computational and corpus linguistics,
corpus lexicography and computer technology, to take advantage of new technological
possibilities for lexical research, both when working with lexical materials (language cor-
pora, excerpt databases, electronic archives, texts on the internet and special software tools,
esp. the Word Sketch Engine [7]) and during the actual creation of a dictionary and its
publication. Unlike earlier monolingual dictionaries created in the Institute of the Czech
Language in the past,? this dictionary has been — in accordance with the current lexico-
graphic trend — compiled since the very beginning by means of specialised lexicographic
software for dictionary creation.

2 The Dictionary Writing System (DWS) for the ASSC

For the creation and publication of monolingual and bilingual dictionaries, several foreign
commercial systems (e.g. TshwaneLex [32], IDM DPS [29], iLEX [30]) and open-source
systems (e.g. the Matapuna Dictionary Writing System [31]) are available; in the Czech
milieu, a DEB 1II [27], dictionary editor and browser has been developed. After various
possibilities (mainly the issue of the purchase of commercial DWS licences and the need

% The following dictionaries were published in a printed form and later converted to an elec-
tronic form: Prirucni slovnik jazyka Ceskeho [12], retrieved from http://psjc.ujc.cas.cz
[13]; Slovnik spisovného jazyka cCeského [17], retrieved from http://ssjc.ujc.cas.cz [18];
Slovnik spisovné Cestiny pro skolu a verejnost [15] — electronically in the LEDA, s. r. 0., publishing
house, [16]; Akademicky slovnik cizich slov [2] — electronically in the LEDA, s. r. 0., publishing
house as Velky slovnik cizich slov [26]; a new, revised edition Novy akademicky slovnik cizich slov
[10] — electronically in the same publishing house under the title Velky slovnik cizich slov [26].
These dictionaries were created by means of computer technology, in the Word text editor (but
not using specialised software): e.g. the dictionaries of neologisms Novd slova v cestiné. Slovnik
neologiznui 1 [8] and Slovnik neologizmii 2 [9], the dictionary Slovesa pro praxi [24] and Slovnik
slovesnych, substantivnich a adjektivnich vazeb a spojeni [25]. Prirucni slovnik jazyka cCeského,
Slovnik spisovného jazyka Ceského, Slovnik spisovné Cestiny pro skolu a verejnost and Akademicky
slovnik cizich slov are also part of the DEBDict application, a general dictionary browser [28].
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to modify the program within the possibilities offered by the given software, be it com-
mercial or open-source) were considered, it was decided that, because of the significant
specifics of the compilation of the ASSC, including requirements on the flexibility of the
program and its modifications in connection with the expected component changes in the
conception of the dictionary, new software would be developed for this purpose.’> The
software will therefore have both the general features of a DWS (“a text-editing inter-
face, in which lexicographers create and edit dictionary entries; a database, in which the
emerging dictionary text is stored; a set of administrative tools which support the manage-
ment of the project and the publication process™) as mentioned by [3], cf. [1] and specific
features and functions arising from the character of the language described and from the
actual concept of the ASSC. A prerequisite for the software development is hence a close
cooperation between the lexicographic part of the team and the programmers.*

The project of a new monolingual dictionary of contemporary Czech and its soft-
ware provision has received funding for 2013-2016 from the Ministry of Culture of the
CR within the National and Cultural Identity (NAKI) applied research and development
programme — the grant project A New Path to a Modern Monolingual Dictionary of Con-
temporary Czech.

The main objectives of the project are to develop software:

1. for the modern description of contemporary Czech vocabulary in the form of a mono-
lingual dictionary, namely both electronic (accessible via the internet, mobile com-
munication devices, mainly tablets, mobile phones) and printed;

2. to facilitate the teamwork of the authors and editors of dictionary entries, to ensure
and keep records of their communication;

3 Cf. e.g. a similar approach by the Slovak lexicographic team preparing Slovnik siicasného sloven-
ského jazyka [19] (2 volumes issued so far, 2006, 2011), using their own lexicographic software
for the creation of dictionary entries.

4 In 2005-2011, the lexicographic team gained valuable experience in the development of the
Praled lexicographic software within the research plan The Creation of a Lexical Database of
the Czech Language of the Beginning of the 21* Century (AV0Z90610521) in cooperation with
the Natural Language Processing Centre at the Faculty of Informatics, Masaryk University, Brno
(see [5], [11]). The software was used to build the Pralex lexical database, an important source of
a new monolingual Czech dictionary (on the development of Praled/Pralex, see [20], [21], [22],
[23] etc.). In 2005-2006, the first outline of the conception of the future monolingual dictionary
called Lexikon 21 was created (on that, see in particular [20], [14]). Although this outline was
reflected in the structure of the editing items in Praled, the dictionary conception ceased to be
prepared and the emphasis in the filling of the database called Pralex (a database of words, word
forms and phrases) based on more concise principles of the treatment of database items was fur-
ther placed especially on the description of the lexical, semantic and syntactic collocability of
entry words (mainly nouns) in the subdivision into individual meanings. In terms of the DWS as
described by [1] and [3], the Praled software is therefore incomplete and could not be used for the
creation and publication of a monolingual dictionary without extensive program modifications,
changes and complementation (what is lacking are mainly editorial and administrative tools and
a tool for a print output corresponding to a traditional dictionary, because a printed form of the
Pralex database was not considered).
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3. for the continuous (and updated if necessary) presentation of the results of the lexi-
cological-lexicographic research of contemporary Czech to the professional as well as
wide public;

4. for the creation of special monolingual dictionaries (of neologisms, loanwords, homo-
nyms etc.) and further for the creation of monolingual explanatory dictionaries of
typologically related, especially Slavic, languages.

3 The Fundamental Conception Principles of the ASSC in Terms of
DWS Requirements

As indicated above, the requirements on the software being prepared arise from the con-
cept of the ASSC (i.e. from the selected dictionary macrostructure and microstructure and
from the principles for the preparation of particular types of lexical units in terms of the
lexical structure, word classes, semantics) and from the work needs of the lexicographic
team. If there are changes made in the dictionary concept, the lexicographic software must
make it possible to implement them.

3.1 The Macrostructure (List of the Entries) of the ASSC

The macrostructure (list of the entries) of the ASSC is formed by one-word lemmas, some
multi-word expressions (multi-word loanwords and quotational loans), subword units (pre-
fixes, prefixoids, radixoids), abbreviations and reference entries.

As far as multi-word lexical units (multi-word naming units — e.g. terms; phrasemes;
multi-word grammatical function words) are concerned, they are included in the dictio-
nary — like in earlier monolingual dictionaries — in the entry of a one-word lemma. They
thus do not form separate items in the dictionary list of the entries. On the other hand,
it is taken into account in their preparation that they are independent formal-semantic
lexical units; therefore, most multi-word lexical units are provided with the explanation
of the meaning and exemplification like one-word lemmas. These complexly presented
multi-word lexemes are, unlike in the dictionary output, treated in the lexical database as
independent items. This method of database treatment makes it possible not only to im-
plement the adopted conceptual principle (giving the explanation of the meaning and ex-
emplification as well as showing e.g. the variant forms in the lemma, usage labels etc.) but
also to achieve uniformity in the treatment of the same multi-word lexical unit included
in different entries (according to the adopted conceptual principle, multi-word lexemes
are listed under all full-word components), to generate component lists of the entries, e.g.
the treated phrasemes, and to react easily to changes in the dictionary concept. For the
dictionary output, it is hence necessary to cross-reference a multi-word database with all
full-word, or also other, components.

Likewise the need to add some derivatives to the lemmas as run-on entries is connected
with the dictionary macrostructure. In the ASSC, this lexicographic method has been se-
lected only for very limited cases: feminine derivatives from masculine nouns, diminu-
tives, frequentative verbs unless there is a reason to create separate entries for them.’ In

> Tt is possible to create run-on entries for other lexical types if we decide for such a principle.
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the database list of the entries, the lexical units that will be presented as run-on entries in
the ASSC are treated as separate items. For the dictionary output, these items need to be
cross-referenced with their lemmas.

It is clear from what was written above that in the cases of multi-word lexical units
and the lexical units that will be added to lemmas as run-on entries, the list of the entries
of the dictionary output is not identical with the database list of the entries.

The following lexicographic requirements on software arise from the information on
the ASSC macrostructure (and on the macrostructure of the lexical database) provided
above:

— to label in the editing form individual structural types of the lexical units (one-word,
multi-word etc.); on the basis of this labeling, to be able to distinguish typographically
(with a special symbol) the individual types (e.g. phrasemes, multi-word naming units)
as well as to generate component lists of the entries (e.g. of the phrasemes that have
been treated);

— to create an environment for the treatment of multi-word lexical units and their cross-
references to a certain place in a one-word lemma entry (to the exemplification; to the
end of the part of an entry covering one sense; to the end of the entry);

— tocreate an environment for the creation of run-on entries for selected types of derived
lexical units.

In terms of software solution, the theme of the dictionary macrostructure is described
in the section List of Entries Module.

3.2 The Microstructure of an Entry in the ASSC

The microstructure of an entry in the ASSC consists of the following parts: the lemma (in-
cluding variant forms), information on homonyms, pronunciation, the etymology of the
lexical unit, grammatical information (word class, morphology, valency), the usage label,
the explanation of the meaning (including synonyms and antonyms, or opposites), exem-
plification, notes (e.g. encyclopedic information, further etymological and orthographic
information) and cross-reference to (semantically, grammatically) related entries. With
polysemic entries, a distinction is made between information related to the entire entry
and that related to a specific sense. Some microstructure elements are provided with more
detailed notes, which have arisen from consultations with the programmers on a software
requirements specification.

Different lemma variant forms often contain different pronunciation, morphological,
stylistic and frequency data (e.g. “aforismus [-izm-], aforizmus; aikido -da, 6. j. -du,
aikido neskl. s.; backiirka, fid¢. backorka”). Since the order of the variant forms may not
be clear at the beginning, it is necessary to be able to change it easily using the software
tool including all the data connected with the given variant form.

A subentry is used to show which form is the only/more frequent for a specific sense
of a polysemic entry; e.g. with the interjection entry baf, baf baf, the subentry for the
meaning expressing the intention to scare someone says: “zprav. jen baf”.

In the ASSC, grammatical information is treated more comprehensively than in previ-
ous monolingual dictionaries. The list of morphological forms of flexible word classes is
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more detailed. Morphological information consists of two to three parts: the type of mor-
phological information (the description of the form, e.g. “1. mn.”, “2. st.”, “rozk.” etc.),
the ending (resp. the entire form) including doublets and in relevant cases also a commen-
tary on the particular form (e.g. in terms of frequency). Other grammatical information
is specified when needed (e.g. “zprav. mn.” is utilised for nouns usually used in plural,
“neos.” for verbs used only in the 3™ pers. sg.). In addition, as far as grammatical infor-
mation is concerned, more space is given also to valency.

In the ASSC, the explanation of the meaning of individual lexical units is subdivided
in order to meet the requirements on the subdivision of the information provided also
in terms of the typography in the resulting dictionary entry: the editing part of the form
for the explanation of the meaning is subdivided into preliminary explanation (semantic
note), the actual explanation of the meaning, synonyms, antonyms. Some types of entries,
e.g. subword units, lexical units that will be added to lemmas as run-on entries, etc. have
a special structure for the explanation of the meaning (including special fields).

For most of the information given, the editing form also offers the option to write
a commentary in a special field, e.g. concerning the frequency or stylistic markedness.

The editing form of every entry must contain an internal editing (lexicographic) note
which is available for the treatment of an entry but is not used for the dictionary output.

A simplified scheme of a dictionary one-word lemma entry®

lemma (=variant form 1) homonym number [pronunciation] morphological information word class
<etymology> usage label, lemma (=variant form 2) homonym number [pronunciation] morphological

information word class <etymology> usage label

sense number* subentry usage label (valency) (preliminary explanation) explanation of the meaning;
syn. Ssynonyms; op. opposites: exemplification [J multi-word naming unit usage label explanation
of the meaning; syn. synonyms; op. opposites

Note

0 multi-word naming unit** usage label explanation of the meaning; syn. synonyms; op. oppo-
sites

multi-word grammatical expression grammatical information usage label explanation of the meaning:
exemplification

¢ phraseme usage label explanation of the meaning; syn. synonyms; op. opposites: exemplification
» run-on entry morphological information word class usage label word-formation reference: exemplification
» cross-reference™®**

Notes on the scheme:

*  In addition, each numbered sense may be complemented by morphological and word-class in-
formation if it is different from the data given for the entire entry.

** A multi-word naming unit that cannot be added to the sense.

**% A cross-reference to the verbal aspect counterpart, a diminutive treated separately etc.

In terms of the software solution, the theme of the dictionary microstructure has been
described in the section Editing Module and Output Module.

® Certain parts of this scheme will be applicable for particular types of lexemes. Since there may
be changes in the concept of the ASSC, this may alter not only the order and graphic layout of
individual data, but also the amount of information provided for the given type of lexical units.
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For the sake of clarity, further lexicographic requirements on the DWS, both in terms
of the method and administration of lexicographic work, have been described in the fol-
lowing text.

4 DWS

When designing the DWS, we had to choose between the web application and the stan-
dard installed standalone application. Our definite decision was to create it as a web based
application; the next section explains the reason.

4.1 DWS as a Web Based Application

The web based application is software that uses a website as an interface through client
software called web browser. In other words, the web application can be considered as
a web page. Thus, to interact with a web based application, any web browser like Inter-
net Explorer, Firefox, Opera, Google Chrome, etc. is sufficient. Examples of well known
web based applications are Gmail, YouTube, Facebook, etc. Advantages of web based
applications over standard installed ones are as follows:

. the web application does not require any installation;

. users of the web application do not have to worry about upgrading;

. the web application can be accessed using any computer with an internet connectivity;
. the web application is independent on the operating system;

. the web application can be easily adjusted to be used on mobile platforms;

. data generated by the web application can be easily shared;

. users do not have to worry about backups of data generated by the web application.

~N N kW=

In fact, the only requirement to the user is to have an URL address with appropriate
login information. Since the web based application is provided as a service running on
the maintained server, updates and changes are made by provider and are always reflected
for all users at once. Thus, the users are always working with the latest version of the
application — and they all have the same version.

The dictionary data and settings of the application are stored in the central repository,
in the database on the server that is running 24 hours a day. Thus, up-to-date data are
available for all users any time. It is easy to import data from similar databases and also
from other ones using simple translating scripts thanks to the very precise data structure.

Since web technologies are available on different devices, it is possible to output the
resulting dictionary to various devices like mobile phones or tablets, to prepare printable
documents or to feed the data to a public web page.

4.2 Introduction to DWS Modules and their Cooperation

We introduce the modules of our DWS and briefly describe their functions and how they
fulfil our demands in this section.
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Our DWS consists of 4 main modules that are logically linked together and cooperate
with each other. These modules were developed simultaneously, and then they were tested
and tuned to perfectly fit our needs.

Technical details of the implementation are described in the article The Editing Module
— the Development of a Lexicographic Tool [4].

4.3 List of Entries Module

The “List of entries module” reflects the macrostructure of the dictionary from the per-
spective of lexicographers that is described in the Macrostructure (List of the Entries) of
the ASSC section.

Nové heslo
ra—— o (o oo -
I Heamoair vook vesio )| (0mes ] G SES7

Nalezeno 7 zaznami.  Stranka: 1 (1-7/7)

heslo hom. sl. druh y  zpr vytvore éné
6 balisticka strela stastna 06.12.2012 06.05.2013 X
. balisticky prisl. opavska 21.02.2012 06.12.2012 X
. balisticky pFid. opavska 21.02.2012 14.06.2013 X
. balistik m. Ziv. opavska 21.02.2012 11.04.2013 X
. balistika z opavska 21.02.2012 25.06.2013 X
. balit ned. opavska 22.02.2012 22.08.2013 A
. B balit (si) / sbalit (si) kufry opavska 27.03.2013 04.07.2013 X
. balit (si) kufry opavska 22.02.2012 22.04.2013 X
. sbalit (si) kufry opavska 20.02.2013 15.08.2013 b4

Polozek na stranku: 15 30 50 100 500

Fig. 1. Web page showing the list of entries of our DWS

The module “List of entries” (see Fig. 1) allows lexicographers to list the dictionary
entries together with important information about each entry. Besides the lemma, there is
information about a status of the entry (the dot on the left side) that indicates whether the
entry is new (red), is semi-finished (yellow) or is finished (green). This helps lexicogra-
phers easily recognize, which entry needs an attention, to filter them out and to process
them. Further, the information about the homonym is present. The next column to the right
shows information about the word class of an entry. Another column contains variants of
the word. Further, there is information about the processor of the particular entry, and the
dates, when the entry was created and when it was last time modified. The tree structure
of entries that is visible in the list is used for organizing variants of phrasemes.
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Furthermore, several functions are available in this module. Besides self-evident func-
tions like the “Create new entry” or the “Delete entry”, the most important function is the
“Quick search function” (see Fig. 2) that allows searching for entries that contain the
search query in any specified field of the entries’ microstructure. (Important microstruc-
ture information is for example the structural type of the lemma.) Another very important
function is the basic filter. A few most needed filters are predefined and offered to users
via the selector. These filters allow users to quickly filter out and work with the resulting
subset of entries. Examples of such predefined filters are “my entries”, “marked entries”,
“entries edited in range of dates...” etc. The Quick search function together with the fil-
tering allows us to create subsets of entries, which helps the lexicographers to focus on the
particular subset of interest.

Another important feature regarding the macrostructure is an ability to create refer-
ences between particular entries. This feature is available in the Editing module and is
described in the corresponding section Cross-references (4.4).

4.4 Editing Module

The most important module is the Editing module; this module is used mainly to input
and edit the dictionary microstructure data. The cross-references between entries, which
are part of the macrostructure of the dictionary, as mentioned above, are controlled by this
module, too. This module is divided into the following sections:

1. Header section

2. Section of variants
3. Sense section

4. Cross-references

The description of these sections follows.

Header Section. Selected parts of the common information are available to view and edit
in this section. Most of this information is neither part of the microstructure nor of the
macrostructure of the dictionary. These pieces of information are rather formal data about
the state of the entry, who created the entry, when it was created, when the last editing was
done etc. We can set here the output in which the entry will be visible, if any. (The control

Rychlé vyhledavani

hledame v |vyklad vyznamu =]

vyraz [komunikat*

{ oo J

Fig. 2. The “Quick search function” in the List of entries module
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over the visibility in the output is also available for some microstructure information, viz.
the exemplification.) The most important field in the header section is the lexicographer’s
note, which enables the lexicographers to enter a note about the entry (what to adjust in
the future, a message for another lexicographer etc.).

Types of input fields will be described in the following text.

Section of Variants. According to the requirements on the microstructure elements from
the section 3.2, this editing section must allow adding and sorting more than one variant
of lemma with all required microstructure elements of variant. The variants of variant
lemmas are often equivalent in majority of values, thus we added the function “Add variant
as a copy of the last one”, which takes the last variant, copies their values into the new one
and adds it to the lemma (see Fig. 3). Thus, only very few values have to be edited in the
new variant. Consequently, working with new variants is much more efficient. It is also
possible to duplicate the whole entry and then to save it as a new lemma. It saves a lot of
time and lexicographer’s effort when similar entries are created.

Varianty hesla | pidejvariontu || pidej varianu ko kopi posiedri |  porad ]l ulozit I

homonymie: | | Varianta émanti je: | |
heslo (var):  [pan heslo (var):  (pane
komentar: | komentar: ‘ Fid&.
podhesli: | podhesli: ‘
komentar: | komentar: ‘
pofadi pro 9 podhesli ... Eiselniky pofadi pro 9 podhesli ... Eiselniky
vystup: Ciselniky ... podhesli vystup: ciselniky ... podhesli
typ hesla: ( jednoslovné (E typ hesla: ( jednoslovné E
1] 1
vyslovnost: | ‘ Kom.: ‘ ) vyslovnost: | ‘ kom.: | ]
slovni druh: ar iho druhu: slovni druh: druhu:
B =) \ x|
‘ 1 1
Ttvaroslovna charakteristika Ttvaroslovna charakteristika
tvar T komentafe Blyp var T komentafe
‘2. 3. ‘ E"béné ( 2. 5. ‘ E \béné [
1 1

Fig. 3. Working with variants of the lemma

A lot of information may be needed to define for each variant (some pieces of this in-
formation are listed in the sec. 3.2, The Microstructure of an Entry in the ASSC, describing
the dictionary microstructure). Input fields for these data are of different types according
to the character of data collected by this field. We use 6 different types of input fields:

1. Single line text input is used for data in the form of a short free text (example: a pro-
nunciation field).
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2. Multi line text input is used for data in the form of a long free text formatted using
new lines (example: lexicographers’ notes).

3. Multi line WYSIWYG text input is required when it is necessary to allow user to format
the input text (example: the exemplification field).

4. Select boxes are used to choose among predefined values. The values are defined
and managed in the administrative module described later. We use predefined va-
lues wherever it is possible. As several people are working with the system, it helps
to avoid mistakes during updating the data and to keep values with the same meaning
in the same format. In some cases, user may need to input a value, which is not pre-
defined in the select box and therefore he or she cannot choose it. Thus, the “other”
free text field is available, where user can always input the desired value.

5. Radio buttons are used when we want to restrict the selection among predefined values
to one value (example: the output control).

6. Check boxes are used for values with two states, “on” and “off”.

As mentioned in the dictionary microstructure description (see section 3.2, The Mi-
crostructure of an Entry in the ASSC), it is necessary to input two or more pieces of in-
formation of the same type. This is provided by special form elements where an infinite
number of particular data fields of the same type may be added. Of course, these multi
inputs provide an option of sorting by lexicographer. An example of such information is
the morphological information (see Fig. 4).

Sense Section. The sense section consists of one or more panels, where the meaning of
the word is described together with other related information. The section is organized
as a set of panels where every panel contains a huge form, where the information about
the sense can be edited. The types of the fields in form are the same as described in
the section above. User can change the order of panels what will affect the order in the
dictionary printed output. The panels are numbered. They can be minimized or maximized
for a clearer arrangement, according to which panel the user intends to work with. When
a word has a more senses, the system allows navigating directly to the sense with the certain
number using the quick navigation.

Cross-references. Another useful feature of the system is the ability to define relations
between entries (see Fig. 5). Relations’ are defined between two dictionary entries; one
of the entries is considered to be the main or “master” entry, the second is the “slave”;
the slave entry is connected to the main one. There are different types of relations — run-
on entries, references between one-word and multi-word lexical units etc. The relation is
defined in the main entry.

Additionally, the system allows creating a connection from the slave entry side (see
Fig. 6). This means that user editing the slave entry may connect it to selected main entry.

Other Functions. There are several background automated processes implemented; their
main purpose is help lexicographers to keep the dictionary compilation consistent.

7 Relations in database terminology
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badatel 00

ITtvaroslovna charakteristika

typ tvar I komentare
25 EEE )
1
typ tvar T komentafe
' 3., 6. |[E [—a}[i I |
G e |
'WD tvar 4T komentaie
1. mn. %B[-lé ][ ]
1
typ tvar T komentare
P ﬂ@[.aiich][ )
1

Fig. 4. Input fields for the morphological information

Pripojeno/Pfihnizdovano k "heslo”

2l

+ _ pripojit )

heslo 7] o Preol pecicka ] ¢
o pi
9 pripojit

@ .. 7] g P (byt (tlusty) / vypad) &
D pi
9 pripojit

. heslo v p“p l [ ] 5
D pi

E * zmény se projevi pfi uloZeni hesla

Fig. 5. Defining the relation between entries

Our DWS naturally allows multiple users to work simultaneously. However, this in-
troduces some difficulties in the form of possible concurrent updates on the particular
entry. To avoid this problem, a blocking mechanism was implemented that allows editing
an entry only by one user at the time.
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becicka o °

Propojovani

Toto heslo je pfih Fipoj k témto im heslim:

~ pripojit -
heslo v L becka beéka >>
9 pi

sbalovat 00

Odkazy

Na toto heslo odkazujeme z téchto hlavnich hesel:
misto pripojeni v tomto hesle “sbalovat” ned. ~

B - nepropojovat -
- nepropojovat - PropoN

heslo

M

wyz + vyznam 2 -

Y sbalit >>

Fig. 6. Defining relation on the slave entry

Another useful function is the cross-reference automatic update when changing the
order of referenced microstructure elements. For example, when some reference points
to the second sense and we change the order, so that the second sense becomes first, the
reference is automatically switched to the first sense.

4.5 Output Module

The Output module is used to control the printed output of the dictionary entries. The data
of each entry is formatted according to specific rules. The formatting rules are independent
on the data editing module, thus the editing tool described above may be optimized for
the data input, while the printed output can be modified in any way to achieve exactly
the desired print format. In the current stage of development, our DWS is able to export
dictionary entries in the HTML format viewable in the web browser or in the PDF format.
It is possible to export one particular entry or a subset of entries at once controlled by the
filter or by the quick search function in the List of entries module.

4.6 Administrative Module

The Administrative module is accessible only to administrators. This module consists of
two sections:

1. User administration
2. Select box administration
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User Administration. The user management is provided by the user administration sec-
tion, where the administrator may create a new user, grant him or her privileges, activate
or deactivate his or her account, change the particular user’s password. He or she may also
remove users.

Select Box Administration. The Select box administration provides the management and
control over predefined values in select boxes used in the Editing module (see Fig. 7).

Standard actions over the predefined select box values are editing, deleting and adding
new value. Furthermore, the overview of “other” values that were inputted by lexicogra-
phers is available together with the number of usages in the Editing module. When the
administrator decides that some value is used frequently, he or she can easily move this
value among predefined values to allow to be selected from the select box when it is later
needed.

slovni druh Statistika hodnot "jiné"
m. @ 5x zajm. pfivlastiovaci ¢ =
m. Ziv. 7K 3x Z.im. Ziv. o
m. nez. ' ¥ 3x &ast. modal. @
m. nez. i Ziv. 'K 2x v platnosti pfisl. )
m. Ziv. i ne2. "X 2x  &isl. velikostni )
b2 ¢ 2x ¢&isl. nasobna @
s. IR 1x zim. u
I pid. "% I} || 7x s.pomn. @ i

Fig. 7. Select box administration

5 Conclusion: Proposed System Modules

The DWS is in an early phase of the development. We have already finished the core of
the system: the List of entries module, the Editing module, the Output module and the
first two parts of the Administration module — the User administration and the Select box
administration.

Though it seems as a finished work, we are in about /3 of our effort. The requirements
on the complex DWS asked necessary for the serious lexicographic work are much larger.
We already developed a comfortable tool for the everyday work with the lexicography
material; on the other side, there are several planned modules to be developed in upcoming
months.
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5.1 Editorial Tool

The Editorial tool is a module integrated with the Output module with the dictionary out-
put provided in the form very close to the final dictionary layout and format.® The edit-
ing/proofreading process should be done in this module. This tool offers a set of functions
used by lexicographers:

— identification of the place of the correction and mark it exactly in the output text;
— writing the proposal of the correction, add a comment to it;
— sending the correction proposal to the record (lemma) owner.

The workflow of the Editorial tool is shown on the following diagram (see Fig. 8).

Lexicographers will get an integrated editorial tool with added features such as au-
tomatic archive, the possibility of the communication, the full control on the editing and
proofreading process. All of these features will be accessible via web interface. At last but
not least, we save the space in the office, papers, trees, and the environment.

5.2 Data Tracking Module

There are defined requirements for the tracking of the user behaviour and various other
actions. We would like to track:

— lexicographer’s work with the database entries (lemmas),

— use of the editorial tool,

— use of the dictionary output generator (web view and PDF),

— various user activities: new entries for the select boxes, user activities on entries,
senses, variants,

— use of the cross-references,

— use of the revision control system, i. e. tracing the data versions, searching the differ-
ences between two revisions, merging the versions, rollback of changes.

The Data tracking module has to record the tracing of each important system activity
regardless the activity nature (user initiated or the automatically triggered behaviour).

The part of the Data tracking is already implemented and it is extended every time
a new module is introduced to the system. There is currently no reporting tool to consol-
idate the tracked data. The reporting tool is planned to be developed in the future, when
there will be recorded a significant set of data of the real system use.

8 A nice side effect of the integrated Editorial tool is the saving of the paper, thus trees and the
environment. We calculated our estimation of the saved (not printed) A4 papers used for edit-
ing/proofreading based on the following facts:

150,000 lemmas in the final output,

14 lemmas per A4 page,

the first revision: cca 11,000 pages (100% of lemmas to be printed for editing),
the second revision: 5,000 pages (around 50% of lemmas to be printed),

the third revision: 2,750 pages (around 25% of lemmas to be printed),

the final proofreading revision: 11,000 (100% lemmas to be printed),

total: 30,250 A4 pages.
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The Identification

The place (the particular data field) is identifed
by the proofreader (the correction initiator) and
the proposal of the correction with the textual
note is written

- the correction ID is assigned + timestamp

- thus, the OPEN correction is defined for the
record (lemma) owner
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Correction Proposal
osal of the correction is DENIED

lata are untouched, no correction is applied
ENIED flag (with the timestamp) is assigned to the
particular correction record
- the record (lemma) owner can write a note about his/her
decision (it is not mandatory, but recommended)
- the correction is not CLOSED as is transfered back to it's
initiator

NO |

o

The OPEN proposal of the correction is
delivered to the lemma (record) owner
- the decision must be taken

Proposal of the Correction

,/

YES
y

Accepted Correction

The lemma (entry owner) has accepted the correction

- the correction is applied on the data in the form, how it was
prposed by the editor (with the manual change possibility)

- the ACCEPTED flag and it's corresponding timestamp are
assigned to the correction ID

- the note entry can be filled in (for the initiator)

- the correction is automatically CLOSED and archived
(with timestamps)

Denied Correction

The DENIED correction proposal is delivered to

the correction initiator

. - the decision have to be taken: to CLOSE or to
A re-initiate the correction proposal with further

; information

- CLOSED: the corredtion record is archived and
assigned with the closure timestamp

- re-init: the correction should be commented and
is transfered to the lemma owner again

- timestamps are assigned to both actions and
they are linked with the correction ID

Fig. 8. Diagram of the workflow of lemma corrections

5.3 xFilter — the Complex Search Tool

The advanced search capability implemented in the module called the xFilter is the tool
for those lexicographers, who like to search in the data deeply in any imaginable form.

The search tool offers to do:

the exact search,

database.

5.4 Revision Control System

the fulltext search in all text based fields,

the interval search (e.g. from-to dates),

the subset search (data are in the subset with conditions),

use the AND, OR, NOT logical functions in the search criteria,

to combine any of the search criteria to build complex search queries on the whole

The Revision control system is required mainly for to keep track of the entry editing history.
Additionally, it will provide the following set of features:

of descendant data fields),

rollback functionality,
merge functionality.

create a revision of the stored data (at the level of entry and its complex tree hierarchy

compare selected revisions and show differences,
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5.5 Dictionary Web Interface for the Public

There is a plan to provide the whole dictionary to the public, once finished. It is proposed
to open the public access on the separated database (only finalized data) in the form of:

— the web based internet application,
— the native application for mobile platforms (currently we suppose to support iOS and
Android).

5.6 Automatic Lemma Processing

The routine processes are supposed to be transferred from humans to the machine. This is
the case of the re-numbering and sorting in the data used in the explanation of the meaning,
in the field of synonyms, antonyms, in notes and in linked entries.
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Data Deduplication in Slovak Corpora
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Abstract. Our paper describes our experience in deduplication of a Slovak
corpus. Two methods of deduplication — a plain fingerprint comparison and an
n-gram comparison — are presented and their results compared.

1 Introduction

Deduplication is a special technique of detection and removal of duplicate contents in
digitally stored data. Motivations for such activity include a more efficient use of data
storage space (duplicate data can then be stored in a single copy only), detection of
plagiarism (sections of identical text without proper quoting usually indicates an author’s
inappropriate activity), or decreasing the size of index structures in data retrieval
systems.

In text corpora, the problem of duplicate contents started to be strongly felt with the
advent of web corpora. Duplicate texts distort frequencies of occurrence of lexical units
and bias the statistics used to compute collocations. Expressions of low frequency found
repeatedly in duplicate documents or paragraphs tend to receive very high scores of
salience. In the Word Sketch Engine, that is being used at our Institute in lexicographic
projects [1], such collocations appear in first place in the respective tables, causing
undesirable noise. The resulting concordance then looks as follows:

Corpus: Inra (legal-1.0.10) 142 M (#501)
Hits: 35 (0.2 per million)

Page |1 ~ |of2 Next | Last

1l.0000265 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov ( Protokol

l.ooo0938 12.augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov ( Protokol

1l.0002050 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenyeh konfliktov ( Protokol

1l.0o006681 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov ( Protokol

l.o014582 12.augusta 1949 o ochrane obeii medzinarodnych ozbrojenych konfliktov ( Protokol

l.oo15063 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
l.oo15063 12.augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
1l.0015063 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenyeh konfliktov a konfliktov
l.oo15064 12.augusta 1949 o ochrane obeti medzinarednych ozbrojenych konfliktov a konfliktov
1.0015064 12 . augusta 1949 o ochrane obeii medzinarodnych ozbrojenych konfliktov a konfliktov
l.oo15064 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
l.o015065 12 .augusta 1949 o ochrane obeii medzinarodnych ozbrojenych konfliktov a konfliktov
l.0015065 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
l.oo15065 12.augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
1.0015066 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenyeh konfliktov a konfliktov
l.oo15066 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
1.0015066 12 . augusta 1949 o ochrane obeii medzinarodnych ozbrojenych konfliktov a konfliktov
1l.0015067 12 .augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
l.oo15067 12.augusta 1949 o ochrane obeti medzinarodnych ozbrojenych konfliktov a konfliktov
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Subsequent analysis shows that out of 35 occurrences of the collocation obete
medzindrodnych ozbrojenych konfliktov “victims of international armed conflicts”, only 2
are really unique and all the rest are just repetitions of the same sentence within the
same law or in its various revisions.

2 Plain Fingerprint Deduplication

Detecting duplicates by direct pair-wise text comparisons in large collections is
technically not feasible as the number of comparisons grows quadratically. There exists,
however, a simple method that decreases the computational complexity of this task
dramatically. It is based on the idea that, for each data segment under comparison, it is
sufficient to compute a “fingerprint”, i.e. a short fixed-length bit pattern [2] where equal
data will have an equal value of their fingerprints.' The fingerprints can be computed,
e.g., by means of a cryptographic hashing algorithm. Duplicate fingerprints can be easily
detected by their sorting and subsequent unification [3]. This method leads to detection
of exact (100%) duplicates.

In reality, this method can be easily implemented by means of standard Linux
utilities sort, uniq and md5sum, complemented by two simple filters.

In regard to paragraph-level deduplication in a text corpus, the whole procedure can
look as follows. Firstly, a paragraph identifier is assigned to each paragraph. Than a
filter is used that will save the contents of each paragraph into a work file and call
the md5sum program to compute the fingerprint that will be appended (along with the
paragraph's identifier) to the fingerprint file.

1c32b3d252£2£66207352c95e02£04£f5 0000000.00000
4d7d068d0e8c37aaf76619afdb41c937 0000000.00001
41a4459ed67cfldl5cca63b8e3efac6c 0000000.00002
aeb5eae7f1645cbaa0d617a2089feea89 0000000.00003

af22e8df9bc9b£d3930d433b9%fec39¢c7 1500125.00827
€98135d33b38729a90c3fb0465e25b62 1500125.00828
52ab380379a284145b89cca9a3581567 1500125.00829
d19c7528£54b7c4a968899c804675b0a 1500125.00830

After sorting the fingerprint file according to the first column, the duplicate
fingerprints will appear together (we have marked them with an asterisk).

0000002797£70£8e9£666fb407db5195 1499872.00389 *
0000002797£70£8e9£666fb407db5195 1499876.00388 *
000000466£8914041e68767a38£392a0 0601609.01350
00000097£3£4b3521ceb78e26c000213 1465277.00301
0000019p4aeb3b3£8bf80bef210361led 1304808.00003
000001£224498662798071a5580c7d80 0660013.00012
00000216af425ae2ac4112994546c9ef 0089946.00013 *
00000216af425ae2ac4112994546c9ef 0091158.00012 *
00000257b12£4211909124d2b7£18£c5 0979319.00019

" In using hash functions, there exist situations where two unequal segments have equal hash
values (so-called collision). Although the probability of this happening is non-zero, it is so small
that (in the context of language corpora) it can be safely ignored.
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As a result of unification, each different fingerprint value in the file will appear just
once.

0000002797£70£8e9£666fb407db5195 1499872.00389 *
000000466£8914041e68767a38£392a0 0601609.01350
00000097£3£4b3521ceb78e26c000213 1465277.00301
0000019b4aeb3b3£8bf80bef210361led 1304808.00003
000001£224498662798071a5580c7d80 0660013.00012
00000216af425ae2ac4112994546c9ef 0089946.00013 *
00000257b12£4211909124d2b7£18£fc5 0979319.00019

In the end, the file will be sorted according to second column, which will result in
the list of paragraphs that are not to be removed. The final simple filter will remove the
duplicate paragraphs in the original source file.

2.1 Deduplication in the Slovak National Corpus

Up to Version 5.0 of the Slovak National Corpus (SNC), the data duplicity problem has
not been seen as very important, as most duplicities were avoided by careful selection of
the source texts. The situation, however, has rapidly changed with the advent of Version
6.0 that received a large collection of newspaper texts form the Petit Press Publishing
House. These contained a large amount of data from Slovak regional weeklies where
many articles were identical. The respective documents represented print pages
converted from PDF format, where, due to imperfection of the conversion procedure,
the paragraph breaks of identical texts were not identical.

2.2 Paragraph-level Deduplication

In the following text we shall present the results of the plain fingerprint deduplication
method applied to the largest SNC corpus — prim-6.0-juls-all [4]. The first filter
mentioned in the previous section was modified so that it would not take into account
punctuation, special graphic characters, and digits. This allowed us to also identify as
duplicates paragraphs

<p>19.30 Noviny STV</p>
<p>23.45 Noviny STV</p>
<p>1.40 Noviny STV</p>

<p>12. Marseille 14 5 4 5 13:13 19</p>
<p>15. Marseille 15 4 5 6 13:15 17</p>
<p>10. Marseille 18 6 6 6 18:17 24</p>

representing items of the TV schedule and the football league table, respectively, the
differences of which are not lexicographically interesting.

The input source file contained 1,390,408 documents with 51,536,717 paragraphs
containing 1,226,218,915 tokens. The main procedure lasted approximately 19 hours,
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while the computation of fingerprints took 18 hours and 20 minutes” (Intel Xeon 2.83
GHz, 8 GB RAM, hardware RAID, Ubuntu 12.10 LTS). The duplicate paragraphs were
not deleted from the corpus but rather just marked so that they would not be taken into
account in computing the word sketches. The advantage of such an approach is that the
corpus user is not deprived of the context at the boundary of duplicate and unique
content.

The result of deduplication is shown in the following table.

Paragraphs removed Paragraphs left Total
Paragraphs 21,251,221 3,085,496 51,536,717
Paragraphs in % 41.24 58.76 100.0
Tokens 167,743,453 1,058,475,462 1,226,218,915
Tokens in % 13.68 86.32 100.0

Now, we would like to know what kind of data have been removed. It is obvious
that only a tiny fraction of the millions of removed paragraphs can be inspected
“manually”. We have therefore decided to perform a frequency analysis of the removed
paragraphs according to their lengths (in tokens). Respecting the expected distribution,
paragraphs were grouped by power of 2, i.e. group “1” contained paragraphs of 1 token,
group “2” paragraphs of 2 and 3 tokens, group “4” paragraphs of 4 to 7 tokens and so
on. The results are summarized in the following table:

Paragraph length Paragraphs removed Paragraphs left Total
1 2,899,765 313,757 3,213,522
2 5,385,687 1,760,629 7,146,316
4 6,430,346 5,065,587 11,495,933
8 4,369,821 6,858,103 11,227,924
16 1,459,344 6,202,353 7,661,697
32 512,667 5,349,893 5,862,560
64 166,836 3,425,382 3,592,218
128 24,435 1,083,748 1,108,183
256 2,218 200,193 202,411
512 93 22,537 22,630
1,024 8 2,811 2,819
2,048 1 443 444
4,096 0 46 46
8,192 0 13 13
16,384 0 1 1
Total 21,251,221 30,285,496 51,536,717

? It is obvious that a weak point of our implementation is the calculation of fingerprints by calling
an external computationally “expensive” utility. Using a simpler hashing algorithm computed
internally, it can be expected that the processing time could be significantly decreased.



Data Deduplication in Slovak Corpora 31

The table shows that most of the paragraphs in groups 1 and 2 were removed, in
groups 4 and 8 about 50% of the paragraphs were deleted, and from group 16 upwards
most of the paragraphs were left.

It is, however, more important to find out the token count in the deleted paragraphs.

Paragraph length Tokens removed Tokens left Tokens total
1 2,899,765 313,757 3,213,522
2 13,714,814 4,557,662 18,272,476
4 33,490,542 27,787,256 61,277,798
8 45,839,898 75,856,713 121,696,611
16 30,790,283 139,059,109 169,849,392
32 22,213,759 241,725,320 263,939,079
64 14,072,053 300,236,783 314,308,836
128 3,949,428 182,717,735 186,667,163
256 700,310 66,312,816 67,013,126
512 58,514 14,489,082 14,547,596
1,024 10,412 3,835,447 3,845,859
2,048 3,675 1,169,544 1,173,219
4,096 0 250,981 250,981
8,192 0 146,055 146,055
16,384 0 17,202 17,202
Total 167,743,453 1,058,475,462 1,226,218,915

We can visualize the above data expressed in percentages in two graphs.

% of paragraphs

25,00

20,00 1
B paragraphs left
@ paragraphs removed

15,00 1

10,00 1
5,00 1 H !
0,00 . ‘ . . . .
1 2 4 8 16 32 64 128

paragraph length

256 512

The columns in the first graph represent percentage shares of the respective
paragraph groups with respect to the total number of corpus paragraphs. The
light-coloured shading depicts the removed paragraphs and the dark shading indicates
the paragraphs left. We can see that the first four groups contain the major portion of
the removed paragraphs. The share of removed paragraphs declines sharply with the
increasing length of the paragraphs. This is quite consistent with our intuition, as we can
expect to have more matches in shorter paragraphs.
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% of tokens

2 4 8 16 32 64

paragraph length

25,00 7

@ tokens left
O tokens removed

128 256 512

The second graph depicts the situation with tokens. The tendency is similar to the
previous graph, and we can see that the largest contribution to the removed tokens
comes from group “8”. It is also quite interesting to find out that even group “64”
contributes to the removed tokens considerably.

20,00

15,00

10,00 4

5,00

0,00
1

2.3 Sentence-level Deduplication

After having been deduplicated at the paragraph level, our corpus was processed by the
Word Sketch Engine. Despite the removal of most duplicate concordance lines in the
corpus, our lexicographers were not completely satisfied with the result. We therefore
decided to repeat the whole procedure again, using the same technology at the sentence
level.

The assignment of sentence identifiers revealed that there were 100,915,602
sentences in the corpus, which was roughly twice as many as the number of paragraphs.
The deduplication was performed on a different computer (Intel Core i5 3.2 GHz, 12
GB RAM, software RAID, Ubuntu 12.10) and lasted approximately 55 hours®. The
results were evaluated in a similar way as those of the paragraphs.

Removed Left Total
Sentences 36,704,850 64,210,752 100,915,602
Sentences in % 36.37 63.63 100.00
Tokens 231,847,624 994,371,291 1,226,218,915
Tokens in % 18.91 81.09 100.00

If we compare the share of removed tokens by sentence-level deduplication with that
of paragraph-level, we shall see that the number of removed tokens has increased 1.38
times and it represents almost 19% of all corpus tokens. The following graphs visualize
the distribution of removed sentences and tokens by sentence length. The tendency
shown in the graphs is similar to that of paragraph deduplication, with the difference
being the greater contribution of shorter deleted segments (sentences).

* The computing time compared to the previous run was unexpectedly long. It is not clear what
was the cause of this behaviour as all parameters of the computer used were higher (with the
exception of the software RAID).
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After this second deduplication phase the number of duplicate concordances
observed by our users dropped to a minimum. We have decided to use this method also
for other corpora of the SNC collection.

3 Detecting Near-duplicate Contents

As an alternate tool we decided to use the recently released open-source utility Onion*
designed to detect near-duplicate contents in language corpora. This program was
created within the framework of the PhD research of Jan Pomikdlek at Masaryk
University in Brno [5].

Onion (“One Instance Only”) is also based on fingerprints but it does not compare
whole segments but rather just n-grams of selectable length (7 by default). The input file
is expected to be in one-column vertical format and it is processed in one pass. In the
default mode, the deduplication is performed at the level of paragraphs marked by the
<p> ... </p> tags. A paragraph is considered duplicate if it contains more than the
threshold level of n-grams already encountered in previous text. The similarity threshold
is a value in the range between O and 1, where 1 means a 100% match. The user can
select deduplication at the level of segments marked by any pair of tags, with the most
obvious values being documents and sentences. The duplicate segments can either be
removed completely or indicated by a special mark in the first column of the output file.
Implementation is optimized for speed (the fingerprints are computed by a compu-
tationally “cheap” routine BUZ Hash [6] and all data structures are stored in main
memory) so the size of the corpus processed is limited by the size of available RAM
only. Memory requirements can be substantially decreased by an alternate mode of
program operation, where all computed fingerprints are saved into a file and
deduplicated first. In the second pass it is necessary to keep only the duplicate
fingerprints in the memory. According to information provided by the author, under
typical conditions memory use can drop to only 10%. In this alternate mode of
operation, the saved fingerprints can also be reused in subsequent experimentation with
different values of similarity threshold and/or different levels of deduplication.

* URL: http://code.google.com/p/onion/
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3.1 The Onion Experiment

To get an idea of the number of near-duplicates detected by n-grams of tokens, we
decided to run an experiment with Onion applied to the corpus mentioned in the
previous section. As Onion expects to get the input data in one column, at the beginning
of our experiment the columns containing morphological annotation (Lemma, Tag) were
removed from the source file.

3.2 Document-level Deduplication

As a first step, we decided to observe the level of deduplication at the document level by
means of 5-, 7- and 10-grams with four values of similarity threshold (0.5, 0.7, 0.9, and
0.95, respectively). For each value of n-gram we let Onion pre-compute the fingerprints
first, which were subsequently used for deduplication with different values of similarity
threshold. The computation of fingerprints lasted on average 27 minutes and the
respective deduplication passes lasted typically 32 minutes.

The results of the deduplication are summarized in the following tables. The first one
shows the numbers of removed documents with different values of n-grams and
threshold levels.

Similarity threshold S-grams 7-grams 10-grams
0.5 269,076 137,780 110,108

0.7 136,158 92,215 77,183

0.9 69,572 54,864 47,381

0.95 49,498 38,140 31,098

The above values expressed in per cents can be visualized as follows:

% of removed documents
20,00

15,00
——5

—a—7

10,00 ——10
5,00 \
0,5 0,7 0,9 0,95
similarity threshold

The next table indicates how the various deduplication parameters influence the
numbers of removed tokens.
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Similarity threshold S-grams 7-grams 10-grams
0.5 354,704,820 194,226,021 139,317,046
0.7 174,064,712 94,776,159 71,304,396
0.9 50,434,177 36,612,604 29,284,459
0.95 32,465,363 24,242,558 21,209,472

Again, the situation expressed in percentages can be visualized by a graph.
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The graphs show clearly that with a low similarity threshold (0.5), the share of
removed texts and tokens is strongly dependent on the value of n-grams. On the other
hand, with a “conservative” setting of the threshold (0.9, 0.95) the value of the n-grams
has only a limited influence.

In the end we show the frequency distribution of the removed tokens by the length
of documents (for 10-grams).

3.00 % of removed tokens: 10-grams

1
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m10.07
010_0.9
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2,50
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1,50
1,00
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0,00 T T T T T T T T T |
64 128 256 512 1024 2048 4096 8192 16384 32768 65536
document length

An interesting observation is the rapid increase in the number of deleted tokens with
the low frequency threshold within the longer documents. This phenomenon deserves
further inspection.
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3.3 Paragraph-level Deduplication

The second experiment aimed at deduplicating paragraphs was performed with identical
settings. Onion was run in the “no smoothing” mode’. The following tables report the
numbers of removed paragraphs.

Similarity threshold 5-grams 7-grams 10-grams
0.5 23,119,807 16,541,810 12,697,603

0.7 20,164,592 15,294,473 12,027,316

0.9 17,353,000 13,738,966 11,187,422

0.95 16,652,531 13,285,899 10,890,177

And the graph expressing this in percentages.
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The situation with tokens looks like this.

Similarity threshold S-grams 7-grams 10-grams
0.5 364,942,345 245,171,349 203,061,064

0.7 276,284,030 217,137,998 184,798,690

0.9 218,857,869 184,131,198 161,354,010

0.95 201,514,920 171,852,183 152,246,068

The last graph shows the percentage of removed tokens.

o
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> In the “smoothing” mode Onion removes also short non-duplicate paragraphs between two
duplicate ones.
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We can see that with “aggressive” parameter settings, the deduplication procedure
would remove 45% of paragraphs containing 30% of tokens. With the more
conservative settings the respective curves approach the 15% level, which is quite
similar to the 13.7% achieved by the plain fingerprint method.

We also show the frequency distribution of removed tokens (for 10-grams).
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If we compare this graph with the similar one from the plain fingerprint method, we
can see that Onion prefers removing paragraphs of medium length where partial match
is more likely to happen. Based on these findings we decided that Onion will not be
used for deduplication on the sentence level.

3.4 What Has not Been Removed by Onion

The last interesting question is which paragraphs were removed by the plain fingerprint
method but remained undetected by Onion. Our analysis was performed just with the
most conservative values of Onion settings (10-grams, threshold-level of 0.95), where
the results were expected to be most similar.

The frequency distributions of the removed paragraphs and tokens are depicted in
the following graphs.

% of removed paragraphs: 10-grams, threshold 0.95
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% of removed tokens: 10-grams, threshhold 0.95
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We can see that Onion’s weak point is the ignorance of duplicates in short
paragraphs. According to our analysis, this is mainly caused by the fact that paragraphs
shorter than the length of the n-gram are considered duplicate only in the case when the
n-grams also match the respective tokens from the end of the previous paragraphs. With
the shorter paragraphs, there is also a greater chance of partial match with ignored
punctuation and digits implemented in our simple method.

4 Conclusion and Further Work

In our paper, we have compared the results of deduplication achieved by two methods —
with a plain fingerprint method and by means of Onion. While in detecting exact
duplicates the situation is fairly simple, in the detection of near-duplicates there is always
a trade-off between the amount of “good” text to be lost and the amount of duplicate
contents that will remain in the corpus.

Onion is a very fast and versatile tool that can be conveniently used to detect
near-duplicates both at the document and the paragraph level. Its main deficiency is the
inability to detect duplicates in short paragraphs. Our suggestion for corpus
deduplication is therefore based on a combination of both tools. The whole process
would consist of three stages. In the first stage the corpus is deduplicated by Onion at
the document level with conservative levels of the parameters (duplicates are removed).
In the second stage Onion deduplicates paragraphs (duplicates are marked). And in the
last stage the short duplicates are “cleaned” by the plain fingerprint method at the
sentence level.

In the future we want to optimize computation of fingerprints in the plain method
and apply the results of our research to the whole SNC collection of corpora, as well as
to the newly created Slovak web corpus.
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Abstract. The paper presents a software system for processing and web-presen-
tation of Bulgarian digital resources — parallel corpora and bilingual dictionaries.
The main components of the system’s current version and its functionalities are
briefly described. The focus is given to the description of the new modules
“Search” (a tool for information retrieval and data extraction from a bilingual dic-
tionary) and “Connection” (a component that links two other modules: “Dic-
tionary” and “Corpus”). Several examples illustrate the usage of the system’s
web-applications.

1 Introduction

In this article we describe a software system used for processing bilingual digital
resources with Bulgarian, developed at the Institute of Mathematics and Informatics of
Bulgarian Academy of Sciences. The system will provide web services for adequate
presentation and usage of these resources via the Internet. Our idea is to create a system
that allows all users (including the super administrator) to work with and use all of our
digital resources, available at the time, and the newly-developed web-based services for
open access to the language resources. The structure of the system is designed and
developed on a modular principle: the system comprises separate, but connected with
special links, autonomous software tools (modules). Each module has its own database
and its own user interface. At the first stage of the development of our project, only one
software tool, an online Bulgarian-Polish dictionary [2], [3], was realized. In a second
phase, a software tool — a web-application for the presentation of bilingual aligned
corpora with Bulgarian as one of the paired languages — was designed and developed, its
implementation is upcoming [1]. The third step consists of reprogramming of the
software package for the bilingual online dictionary. The recent developments include
new modules:

1. “Search” — a web-application for information retrieval and data extraction from
a bilingual dictionary with Bulgarian as a source language,

2. “Connection” — a software tool for the realization of the connection between
both modules: module “Dictionary” (web-application for supporting
Bulgarian-Lang2 online dictionary) and module “Corpus” (web-application for
the presentation of bilingual aligned corpora with Bulgarian as one of the paired
languages).

The software system for processing of Bulgarian digital resources is aimed at two
user groups. The first user group includes the so-called “administrators”, including super
administrators — people who have designed and developed, and manage the system, and
the second, the so-called “end-users” (or casual users) — people who use it. Depending
on user type, we have allocated tasks and services in two sets: for “administrators” and
for “end-users”. Thus, each module of the system — web-based application — consists of
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two main software packages: an ‘“‘administrative (control)” panel intended for
“administrators” and an “‘end-user” part of the website intended for “end-users”.

Tasks and services allocated to the “administrative (control)” panel: to create a spe-
cial kind of user — “super administrator” — who will manage the web-based application; to
give access to the “administrators” (to register a new “administrator” and delete an existing
one); and to receive messages with information reported by the “end-user” and to store
these messages for future processing.

The “administrative (control)” panel does not require additional “administrator” train-
ing, it has a very simple interface and offers the possibility for the user to add to, edit,
delete from and search the database of each web-application. After the administrator has
logged in to the module, he/she is redirected to the corresponding module page. After
a search has been performed, the user has the ability to edit the database if corrections are
needed or delete the listed records. The database supporting the web presentation of the
software system is Relational Database (RDB). The main function of the RDB is to store
the data for the correspondent modules and to support the process of searching for and
extracting requested data. There are several advantages for the usage of RDB to store
content, well structured language knowledge: maintenance of data integrity, ensuring data
security and independence, quickly and efficiently search and data retrieval, data upload
and update. The RDB is realized in MySQL — the world’s most widely used open source
relational database management system that runs as a server providing multi-user access to
the database. The modules “Dictionary” and “Search” use the same RDB, but “Coprus”
uses another specific RDB to store corpora segments (point 4.1).

Tasks and services allocated to the ‘‘end-user” part of the website: to create
a user-friendly interface in both languages — Bulgarian and Lang2; to ensure quick search
to the module database; and to provide accurate and up-to-date information to
“end-users”.

Web-interface: the web-based user interface is multilingual. The user can switch be-
tween two or more languages. If we specify the second language from the Bulgarian-Lang?2
paired database we can allow the new language to be optional and to display the results in
this language. The user can use Bulgarian as input language. A virtual keyboard is imple-
mented to help the “end-user” if no Bulgarian alphabet is installed on the user’s computer.
The search is performed according to the primary language selected from the user.
Currently the “end-user” can switch between English and Bulgarian language.

2  Module “Dictionary’”’ — Web-application for the Presentation of
Bilingual Dictionaries (with Bulgarian as the Source Language)

Module “Dictionary” is a multifunctional software tool for the creation and web-presenta-
tion of bilingual online dictionaries with Bulgarian as the source language and unspecified
changeable Lang? as the translation language, in other words, the dictionary is independent
of the target language. Our goal is to design a bilingual Lexical Database (LDB)
independent of the target language (Lang?2).

2.1 Web-application’s Databases

The database of this Web-application is a specialized bilingual LDB of a bilingual dictio-
nary with Bulgarian fixed as a first language in the pair, and Lang2 as the second. The
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current version uses a digital Bulgarian-Polish LDB [6]. This bilingual LDB was designed
for supporting the first Bulgarian-Polish experimental online dictionary [5]. The formal
model of the bilingual LDB follows the CONCEDE model for monolingual dictionary
encoding [7], with extensions and modifications aiming to cover more of the specific
features of Bulgarian. The hierarchical tree structure of dictionary entries corresponds to the
TEI standards for encoding dictionaries [8]. The functions of the LDB is to store the
dictionary entries and to serve as an entry point to the RDB. The implemented bilingual
LDB makes it possible to design a RDB of a Bulgarian-Lang2 online information retrieval
tool. The RDB is supported by tables, containing dictionary entries contents, and links
between the tables. An XML parser performs the transformation of LDB into RDB. The
aim of this syntactic analyzer is to initialize the RDB serving as a basis of the bilingual
dictionary so that the entries, saved in the RDB, can then be easily edited. The parser is
programmed in Java, so it can be run on different platforms independent of the architecture
or the operating system.

2.2 Specific Web-services

After the user-name and password have been entered and verified, the “administrator” user
is redirected to the “administrative (control)” panel — Fig. 1.

The “administrative (control)” panel creates a web-based Bulgarian-Lang2 dictionary,
ensures an easy usage of the tool and provides functionality for updating the dictionary
content and possibilities to store the information about missing words reported by the
“end-users” for a future processing. The software tool offers a user-friendly interface for
word addition, editing, deletion and search.
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Fig. 1. “Administrative (control)” panel — adding of the grammatical characteristics
of the Bulgarian verb “@00s” /lead, conduct, guide, wage/
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How the “administrative (control)” panel works: The access to this panel is restricted
only to authorized people. The panel consists of several sections: for uploading a new
word, for searching Bulgarian or Lang2 word, for translation settings, etc. The user must
choose from a drop-down menu what he/she wants to upload: a noun, a verb, an adjective
or any other part of speech (pronouns, conjunctions, adverbs). The fields displayed are
only the ones necessary for adding the chosen part of speech. All other fields needed for
other parts of speech are hidden from the user. When all the information is filled out and
the user presses the button “Save”, the word is stored in the database, and it will be
possible for that word to be searched and displayed on the “end-user” screen.

Tasks and services allocated to the “end-user’” part of the website: to ensure quick
search of words in the online dictionary LDB, and to provide the ability for translation in
both directions. There is a possibility to search for a translation in both directions: from
Bulgarian to Lang2 or from Lang?2 to Bulgarian. The translation from Bulgarian to Lang2
will display the whole information existing in the LDB for the searched word. The
translation from Lang2 to Bulgarian will be composed only of the main meaning of the
Bulgarian headwords.

3 Module ‘““Search” — Web-application for Information Retrieval
and Data Extraction from a Bilingual Dictionary

The main functions of any information retrieval tool are: (1) to process user requests, i.e.
to check the validity of the request and then to search for the requested data, (2) to
produce the results i.e. to extract requested data and to show them to the user’s screen.
This web-tool will search for, extract and facilitate access to information, which is already
well systematized and stored in digital form as a set of dictionary entries. Our web-tool
uses the simplest (common) method of data search and data extraction from a dictionary —
the search by a pattern and extraction of encoded information.

3.1 Search Organization

Since our software tool uses an implemented RDB for bilingual dictionary with Bulgarian,
we need only to develop a module oriented to the end (i.e. casual) user. This end-user
module must provide an effective search in the Web-application database, based on diffe-
rent criteria given by the users via their requests, to filter the available data and ensure
adequate output.

The end-user module is generally accessible to the casual users, but the user can reg-
ister by filling in the registration form. The tool enables registered users to save different
search criteria and filters (most preferable or usable), so that the user can use them without
entering them again. Depending on the user requirements multiple criteria for search are
permissible for the search procedure.

For example, the search procedure can find all nouns and verbs that have the same
beginning. The search is performed according to the string inserted in the text field of the
user request. The result is filtered according to the tag search criteria. First of all the search
procedure checks the type of search, namely if the user uses criteria for lemma search.
Otherwise the procedure checks the additional tag search criteria. As we already men-
tioned, the user can insert more lemmas in the text field separated by semicolon (";").
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In this case a small parser creates substrings from the separate words and the web-tool
retrieves the available information for each substring which is an actual lemma or part of
a lemma. If lemma search criteria are fixed, the tool will retrieve the whole information
available for the corresponding lemma, which is equivalent to the dictionary entry.

The tool has the possibility to perform a search only by tag or only by lemma. If the
user does not insert a string in the text field, the program will retrieve only a list of available
words which fulfil the user’s tag search criteria. Then the search is performed according to
the part-of-speech-criteria and its specific characteristics, for example: to retrieve all verbs
with conjugation type=III, which are intransitive. The request form doesn’t allow the user to
insert discrepant information.

3.2 Types of Search Requests

The program tool executes search requests according to the information given by the user:
1) tag search, 2) lemma search, and 3) combination of both.

Tag search is carried out when the user enters only one characteristic of a group of
words, specified by language or linguistics information, for example, “phrase”, “derivation”,
“transitive/intransitive” for verbs, etc. It is also allowed for user to enter an expression that
join two characteristics, for example, “phrase” and a list of words, “phrase” and a given
“POS™.

Lemma search is carried out when the user enters a given lemma or its “part” (some
sub-string, for example, a syllable). If the user enters an initial syllable or a final syllable of
a given lemma (so called “rhyme”), a Rhymer procedure will produce result as a dictionary
of “rhymes”.

In this case the Rhymer procedure retrieves information for the rhymes of a corre-
sponding word. We recognize two types of rhymes: head-rhyme and end-rhymes. Words
with head-rhyme have the same initial syllable. Words with end-rhyme have the same final
syllable. For example, if the user enters the word “@sm®p’ /wind/ under this option,
Rhymer retrieves a list of words ending the same way (e.g. “necmep” /motleyl,
“meamep” Itheatrel, “puamep” [filter/, “xumwep” /sly/, etc.). This option lets easily find
exact thymes (words in which the final syllables are the same). The system can narrow the
user search if he/she specifies a list of thymes: to show the rhymes for a correspondent word
which are only verbs, for example. The user can also enter a list of lemmata. The lemmata
should be separated by semicolon (“;”). In these cases, the search will be performed
separately for each lemma and all the available information will be displayed.

3.3 Input Data

When the casual user loads the web-application to work with, a web form is loaded: the
user can specify there the search type. In order to check the validity of the user requests
some control functions in the search procedure are added. In the text field the user can
insert a lemma, or part of a lemma, or a list of several lemmata separated by semicolon. The
displayed results can be narrowed by choosing the additional criteria in the web form of the
request.

The user can specify his/her requirements concerning the words (the lemmata listed in
the text field) by clicking selected menu buttons of the web form. For example, performing
the user request shown on the Fig. 2, the web-tool will display on the screen only transitive
verbs, conjugation type II, expressing state, and appearing in phrases and examples in
dictionary entries.
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Fig. 2. User request form for word search and extraction with additional criteria

3.4 Output Data

The system is designed to produce output data that can be visualized as sequences of
dictionary entries or word lists with special characteristics, specified by the user request. If
the user inserts only a headword in the search criteria field, all the available information for
this headword is displayed, i.e. the displayed result is the dictionary entry.

If the user wants to retrieve words, with specific characteristics (for example, all verbs
expressing “state”) the web-tool will display a list of the verbs that meet the search criteria.
The listed words are hyper-links redirecting the user to the corresponding dictionary
entries.

If the user is interested in the usage of a given word in any phrases, derivations or
examples, the web-tool will display the whole list of the corresponding headwords and all
the available phrases or/and examples. Such narrowed output helps the user understand
easily the contextual usage of the word.

The Fig. 3 shows the screen after the user request has been processed: a part of
resulting list of transitive conjugation II verbs, expressing state, appearing in phrases and
examples of dictionary entries, and their translations in Polish. The user has chosen to see
full content saved in entry with headword Bulgarian verb “e00s” /lead, conduct, guide,
wagel.
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Fig. 3. Results (second page) received after processing of user request from Fig. 2

4 Module “Corpus” — Web-application for Aligned Corpora
Presentation

Module “Corpus” is a technological tool implemented as a web-based application for the
presentation of bilingual aligned corpora with Bulgarian as one the two paired languages. An
aligned corpus is a parallel corpus containing relations between corresponding excerpts of
text in multiple languages [4], [9]. The texts in the ongoing version of the corpora are
automatically aligned at the sentence level. We use language-independent freely-available
software tools to align bilingual corpora employing Bulgarian: the MT2007 Memory Trans-
lation computer aided tool (TextAlign), and the Bitext Aligner/Converter (Bitext2tmx
aligner). The resulting aligned texts (usually called bi-texts) are similar. Both software
packages align bilingual texts without bilingual dictionaries, but human editing is obligatory.

4.1 Relational Database, Supporting Web-application

The module “Corpus” is based on a RDB of bilingual Bulgarian-Lang2 corpora (Bulga-
rian-Polish in the current version). The relational model is supported by tables containing
core information of the corpora entries and the links established between them. We pay
special attention to building the database that supports the web presentation of bilingual
corpora in order to address the following computational complexities. Searching a large text
can be a costly time-consuming operation. The RDB structure was therefore designed in
a way to provide easy and fast search capabilities for the end-users of the bilingual web
corpora (Fig. 4).
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Fig. 4. Structure of the RDB

When a user inserts a new record in the RDB through the “administrative (control)”
panel, a back-end text parser program takes the input text and simplifies it to its separate
constituent words. The different words are then saved in different fields in an index table of
the database, and for each word a link is kept to another table where the full text of the
aligned pair is saved. This parsing is done for both Lang2 and Bulgarian texts. In this way,
we achieve a good search performance and only a small delay while inserting new records
in the RDB. The delay is not so sensible and the administrator will not pay a big attention
to it, because of the possibility to add the new aligned pairs only one by one. The
“administrative (control)” panel provides a simple web-form where the user can insert
a new pair of aligned texts.

4.2 End-user Web-interface

Only a search-by-word capability is provided to the end user. All pairs of aligned text
where the searched word has been found are listed in a table. In order to show the word in
a better context, together with the target pair we display the previous and next pair as well.
If the search results exceed more than 15 records, paging is provided.
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5 Module “Connection” — Web-application for Corpus and Diction-
ary Connection

5.1 Module Main Functions

Administrator & Super Administrator Functions: The administrator of any module has to
have access to the “administrative (control)” panel and “end-user” part of the website of the
other module: that is, access has to be provided from the “administrative (control)” panel of
“Dictionary” module to the “end-user” part of the website and “administrative (control)”
panel of “Corpus” panel and vice versa. The administrator has to be able to change personal
data for access to the “administrative (control)” panel — password and email. If the
administrator has access rights for both “Dictionary” and “Corpus” modules, any similar
changes have to be noted in both places. The super administrator has to determine access
rights for a given user. From the “administrative (control)” panel of “Dictionary” or
“Corpus” module it must be possible to create new users (including administrators) who
have simultaneous access to “administrative (control)” panels in both modules.

User Interface Functions: To allow users to search in parallel or in circuit in the
dictionary and/or corpus, to display the search results in a synthesised way, to facilitate the
user in an effective use, and to provide user (by requested registration) access to additional
functionalities, some of which could be developed in the future.

5.2 Web-application for Corpus and Dictionary Connection

The web-application developed to unite the use of “Dictionary” and “Corpus” modules was
easily realized because autonomous user interfaces are developed for every module. Every
module is accessible separately by its own internet address. The need for developing
a common user interface arose with the idea of creating a common system which processes
digital bilingual resources with Bulgarian. The “end-user” part of the website in the linking
modules has a common access, and users are able to search with it in both dictionary and
corpus databases. The search is bilingual, for Bulgarian and Lang2 words. This module has
a relatively simple structure: mirror Bulgarian and Lang2 versions, hyperlinks to the
“end-user” part of the dictionary and corpus website and several sections: “about the
project”, “maintenance”, and “entry”. The module’s “home”-page consists of a query form
with text field, where the user can enter the word for a search and redirects this search via
a check-box. If the user searches for the translation correspondence of the word entered (in
the dictionary database), the screen displays the dictionary entry whose headword is this
given word. If the user searches the given word in the corpus database, the screen displays
the concordance of the given word. A dual search option is also provided — that will display
on the screen the information present in the dictionary and corpus databases: dictionary
entry plus pairs of aligned text where the word occurs. Since the user interface of
“Dictionary” and “Corpus” has a two-way connection for switching between systems, the
user is provided with the following possibility: if the query result in any module is “nil”, the
user has the possibility to start an analogical search in the other module by a button click.
A small sub-window appears displaying the results of the second search, for example, if the
first search was in the dictionary, the sub-window displays the results from the secondary
search in the corpus and vice versa.
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Fig. 5. Result displayed after search of Bulgarian word “@00s” /lead, conduct, guide, wage/
in both modules “Corpus” and “Dictionary”

The “administrative (control)” panel of a new module is not envisaged: both tools
“Dictionary” and “Corpus” has different structures and specifications, so that joining them
into a single “administrative (control)” panel would create a complex structure accessible
via a complex interface and create difficulties for the user. The only common part between
both tools is the login page. When the user loads the system through a web-browser,
alogin form appears. The login form provides a possibility for the user to enter
user-name and password, and then to choose which tool to enter by clicking a
radio-button. After a verification of access rights, the system redirects the user to the
“administrative (control)” panel of the “Dictionary” or to the “administrative (control)”
panel of the “Corpus”. The user has access to both parts with the same password.
However, the “administrative (control)” panels of “Dictionary” and “Corpus” can be used
to create users with different access rights: those with access to the dictionary only, and
those with access to the corpus only. There may be users with no common simultaneous
access to both systems. After the login prompt the system recognises whether the user is
an administrator with full rights and loads only the sections accessible to the user. The
“administrative (control)” panel of each module has a link to “administrative (control)”
panel and “end-user” part of the website of the other module. If the user wishes to enter
the “administrative (control)” panel of the other module, his/her rights are checked first. If
these access rights exist, the user is redirected to the “administrative (control)” panel of the
other module and his access rights to the other module are verified. If everything is OK!, a
link to the “administrative (control)” panel loads. Thus the user can access the
“administrative (control)” panel of the second module without a repeated verification of
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the access rights. If the user has no access rights to the second module, no link appears. The
link to the user interface always loads regardless of the module the user is in and
independent of the user access rights.

6 Conclusion and Further Works

The paper presents briefly a system for processing and web-presentation of Bulgarian digital
resources (parallel corpora and bilingual dictionaries), still an experimental tool with flexible
structure in state of development. Changes in the system are possible during the ongoing
implementation. Some possibilities for inclusion of new tools for extending the service
capabilities are envisaged. In our opinion, the module “Search” — an web-application for
information retrieval and data extraction from a bilingual dictionary — is very useful tool
with a broad range of applications in contrastive studies and education, especially in
language learning. The implementation of various parameters of a search, namely,
morphosyntactic, derivative data, rhyme search — is an advantage of this software tool. As
a whole the system will be widely applicable for research purposes in digital humanities, in a
system for human and machine translation systems, as well as for the development of bi- and
multilingual lexical databases and different kinds of digital dictionaries, and in everyday life
(human communication).
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Slovene Corpora for Corpus Linguistics
and Language Technologies
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Abstract. The paper introduces annotated Slovene reference, specialised and
parallel corpora meant for use in corpus linguistics and language technology
research. The corpora are (also) available on the Natural Language server at the
Jozef Stefan Institute nl.ijs.si via two concordancers, typically not requiring
authentication. Some corpora, esp. manually annotated ones, are also available for
download under one of the Creative Commons licences. The paper then addresses
aspects of accessibility, the technical ones of encoding, access to concordancer and
sustainability, and the legal ones of copyright and of personal data protection.

1 Introduction

Computer corpora are the basic language resource for, on one hand, empirical language
studies, i.e. corpus linguistics and, on the other, human language technology (HLT)
research and development. The former includes not only theoretical, but also many fields
of applied linguistics, esp. lexicography, terminology and language teaching, while the
latter uses corpora as training and testing datasets for language technology tools, e.g.
part-of-speech tagging, lemmatisation, normalisation (for non-standard language), named
entity recognition, syntactic parsing, word-sense disambiguation, etc.

The two types of research, in general, require different availability of the corpora.
While linguistic research is most often performed through a concordancer, while in
human language technologies the complete dataset needs to available for download. This
brings with it more demands on the corpus compiler, from ensuring a well-understood
and documented encoding, to taking care of legal issues connected with distributing the
corpus texts.

For each language, corpora must be developed more or less separately, including the
identification and collections of base texts and manual or automatic linguistic annotation.
While the range of possible corpora is almost unlimited, a “resourced” language and
should have large, monolingual reference corpora, hand-annotated gold-standard corpora,
specialised corpora of various domains and text types (including non-standard langauges),
as well as multilingual parallel corpora for translation studies and machine translation
research.

In this paper we introduce the corpora of (mostly) Slovene language, which have
been developed in over twenty years, but have been recently re-encoded in line with
current encoding encoding practices, and, in many cases, re-annotated [9] and all made
available through two web concordancers. Some corpora with less restrictions on
availability are also avaliable for download, which includes the two linguistically
hand-annotated corpora of Slovene. The corpora are available from the “Natural
language server” nl.ijs.si at the JoZef Stefan Institute, which has also been opera-
tional for about two decades. In adition to corpora, the server also offers other langauge
resources (dictionaries and digital libraries), as well as various services, e.g. tagging and
lemmatising Slovene texts.
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The rest of this paper is structured as follows: Section 2 lists the corpora available on
the server, concentrating on their text type, size, temporal scope, and how and what
linguistic information they encode; Section 3 addresses technical aspects of their
availability, in particular our encoding of the annotated corpora, the provision of
concordancers, and the sustainability of these valuable language resources; Section 4
remarks on legal aspects of availability, which can make it difficult to share the resources,
namely copyright and personal data protection; and Section 5 concludes with some
directions for further research.

2 Slovene Language Corpora

In this section we present the corpora where the JoZef Stefan Institute was a partner in
their development and that are available — either via concordancers or for download — on
the JSI natural language server.

2.1 Corpus Annotation

The corpora mentioned below contain various structural elements, such as paragraphs or
page breaks. The structural elements are associated with meta-data, e.g. for a text, its
title, author, year of publication, and publisher, or for page breaks the pointer to the
facsimile (image) of the particular page.

All the corpora are also linguistically annotated. At the most basic level this process
involves tokenisation, tagging each word token with its context disambiguated
morphosyntactic description (MSD) and lemmatising it. The MSDs (commonly known as
part-of-speech tags) all follow the scheme developed in MULTEXT-East [5], where each
MSD is a string, e.g. Nemsn, a valid MSD for Slovene, which can be decomposed into
a set of attribute-value pairs, in this case to Noun, Type=common, Gender=masculine,
Number=singular, Case=nominative. The MSDs can also be localised, e.g. Ncmsn is
equivalent to the Slovene Somei or samostalnik, vrsta=obcno_ime, spol=moski,
Stevilo=ednina, sklon=imenovalnik. Most corpora discussed below use the set of MSDs
(and features) defined in the morphosyntactic specifications of the JOS project [12]
(equivalent to the MULTEXT-East specifications for Slovene), which defines a detailed
tag set comprising almost 2,000 distinct MSDs.

The majority of the corpora below have been annotated automatically, although
a couple do have manual annotations. For automatic annotation we mostly used ToTale
[11], which performs tokenisation, morphosyntactic tagging and lemmatisation.

2.2 Reference Corpora of Slovene

We first introduce the available reference corpora of Slovene, which are try to be
representative and balanced for the language. They are also the results of relatively large
projects, so they are likely to be larger and more carefully composed than the other
specialised corpora.

The largest available corpus of Slovene is Gigafida, the reference corpus of
contemporary Slovene (1995-2011), with over a billion words [20]. The corpus was
MSD tagged and lemmatised with the Obeliks tool [13]. The ten times smaller balanced
corpus KRES [20] with 100 million words has been paragraph-sampled from Gigafida
and was compiled with to offer a better distribution of text types than that of Gigafida, so,
for example, word frequency information obtained from this corpus is more in line with
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“typical” Slovene. While both corpora are freely available only via concordancers, they
have ten times smaller variants (again, paragraph-sampled), called ccGigafida and
ccKRES [20], which are available for download.

The corpus ssjS00k [1] comprises half a million words and contains manually
annotated sampled paragraphs from Gigafida and is meant for training (and testing) HLT
tools. In addition to MSD tags and lemmas, a portion of the corpus is also manually
annotated with named entities and with syntactic dependency structures; the corpus is
also available for download.

The corpus of spoken Slovene Gos [31] contains just over one million words. The
corpus on the nl.ijs.si server offers transcriptions only, as the speech files are not publicly
downloadable. The verbatim transcription of each word token in the corpus is annotated
with its normalised form, as well as its MSD and lemma. The corpus of the
transcriptions is available via concordancers as well as for download.

All the above mentioned corpora have been developed in the scope of the large
Slovene project, “Communication in Slovene”, and are available (for concordancing and,
where appropriate, for download) also from the home page of this project at
www.slovenscina.eu.

The IMP corpus of historical Slovene (1750-1918) contains hand-corrected
transcriptions of (mostly) complete books and some newspapers, and comprises 650
units with almost 15 million words [7]. The pages in the corpus are connected to their
facsimile in the IMP digital library and the words in the corpus are annotated with their
modern equivalent, lemma and MSD tag, where the annotation was performed
automatically with the ToTrTalLe tool, [4], a variant of ToTale, which, after
tokenisation, performs transcription, i.e. it modernises historical word-forms, and then
proceeds with MSD tagging, using the modernised forms.

The reference corpus of historical Slovene goo300k contains 1,100 pages (about
300,000 tokens), which were page-sampled from the IMP corpus [6]. The transcriptions
of this corpus have been additionally corrected and the linguistic annotations
hand-verified. The manual annotation focused on word modernisation and lemmatisation,
rather than on morphosyntactic tagging, which is, due to the large number of tags, quite
labour intensive and difficult to perform without errors. We therefore developed
a simplified MSDs scheme, defined in the IMP morphosyntactic specifications, a subset
of the JOS specifications. The IMP MSDs do not code the inflectional properties of
words, such as case or person, and they also simplify their lexical features, so that instead
of the almost 2,000 JOS MSDs the IMP specifications define only 32.

The 200300k corpus is available both via the concordancers and for download, and is
meant for developing HLT tools for processing historical Slovene, e.g. for full-text search
in cultural heritage libraries.

2.3 Specialised Corpora

The specialised monolingual corpora of Slovene are focused on a particular sub-language
or text type and were compiled for the purposes of a particular investigation, e.g. as the
basis for a (terminological) dictionary or as a teaching aid or are simply opportunistic: if
interesting language data was available, we compiled it into a corpus in the hope that they
will be, eventually, useful.
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The VAYNA corpus is, in terms of when it was developed, the oldest corpus on the
server, and one of the oldest computer corpora of Slovene. It was compiled in the late '80
to (dis)prove the thesis, that the Slovene media were attacking the Yugoslav National
Army [30]. It is, by today’s standards, rather small with 220 thousand words of relevant
texts from periodicals of that period, just before the secession of Slovenia from
Yugoslavia, and offers an interesting glimpse into this important moment of Slovenian
history.

The DSI corpus [24] is meant primarily as support for the development of the on-line
iSlovar, www.islovar.org, a terminological dictionary of informatics, and contains the
proceedings of the annual Slovene Conference on Applied Informatics, as well as
selected issues of the Applied Informatics journal. DSI could be considered a monitor
corpus, as new materials are added each year — it currently contains nine volumes of the
proceedings (2003-2012), together with the journal, over 1,300 papers or more than 3
million words.

The SDJT corpus [27] is much smaller (183 papers, 280 thousand words) and
contains the proceedings (1998-2010) of the biennial Slovene Conference on Language
Technologies, making it a good resource for studying the terminology of our field.

The KoRP corpus was developed at the Faculty for Social Sciences at Ljubljana
University, in the scope of a doctoral dissertation [19] and contains around 2 million
words of texts centred on field of public relations.

Two corpora were made in the scope of MSc studies, KONJI [23] and FILMI [17],
and served as the basis for terminological dictionaries from the fields of equestrianism
(horse riding, care, breeding, etc.) and film reviews respectively. The former contains
400 thousand words, and the latter almost 800 thousand words.

Given the current interest in social networks, maybe the most interesting specialised
corpus is Tweet-sl, which contains 360 thousand Slovene tweets or 5 million words from
the period 2007-2011 [10]. It should be noted that, as the others, this corpus has been
automatically MSD tagged and lemmatised, but the quality of the annotations is currently
much worse than for standard Slovene because tweets contain many non-standard words.
Normalising them, along the lines of what was done for historical Slovene, remains
further work.

Finally, the server also offers the sIWaC corpus of web pages, which currently
contains about 500 million words (almost 2 million HTML documents), which were
crawled from the Slovene (.si) web, cleaned in a number of steps (boilerplate removal,
deduplicaiton, language and character set detection, etc.) and then annotated with
ToTaLe [10].

2.4 Parallel Corpora

Parallel corpora contain texts together with their translation(s), and are typically
sentence-aligned. All the corpora on the server have Slovene as one of the languages,
with hand-validated sentece alignments to the other language. Aligned parallel corpora
are very useful for translators and are also a core resource for training and testing
machine translation systems. Making them, however, is much more difficult than
monolingual ones, so they are typically much smaller.

The linguistic annotation for the foreign language of most corpora listed below was
done with TreeTagger [26]. The TreeTagger tagsets, however, differ considerably be-
tween the languages, so we developed a mapping from them to a harmonised tagset,
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called SPOOK, which, in addition to Slovene, also cover English, French, German and
Italian [8].

The English-Slovene corpus TRANSS contains 1.3 million words (in this section we
give the sizes for the Slovene part) and is composed of various, quite varied, sources,
from a book on the Linux operating system, to the Slovene constitution. In its
compilation we were not guided by any linguistic criteria, rather, the goal was to make
a Slovene-English parallel corpus which would be as large and varied as possible. The
corpus is available via the concordancer, and, upon request, for download.

The multi-lingual SPOOK corpus [32] was developed in the scope of the eponymous
project, with the goal of enabling translation-oriented research. It consists of 35 novels in
English, French, German and Italian and their translations into Slovene, and, additionally,
of 25 Slovene novels (without translations), together containing 4 million words. Because
of copyright issues, this is one of a few corpora offered, which is not publicly available.

Connected with the SPOOK project is the LeMonde corpus [22], containing 300
articles (just over half a million words) from the years 2006-2009 of the LeMonde
weekly in the original French and its translation into Slovene, which was published in the
Slovene daily Delo; this corpus is also freely available.

The corpus EU-DGT contains the translation memory which was compiled on the
process of translating the European legal documents and contains 29 million words. The
freely available source corpus JRC DGT [29] contains 22 languages but we included in
our corpus only the five SPOOK languages, as we had for these already the developed
annotation methodology.

The Japanese-Slovene jaSlo corpus [15] is used as support for the jaSlo learner’s
dictionary (nl.ijs.si/jaslo) and contains novels, web texts, lecture handouts etc.,
just over half a million words from 132 sources. The Japanese texts were tagged and
lemmatised with the program Chasen [21], and the Japanese tags translated to equivalent
English codes.

2.5 Foreign Language Corpora

Although the purpose of the server is to offer Slovene language resources, we have also
compiled several corpora of other languages, mostly to support translation studies to and
from Slovene, by offering large monolingual corpora in addition to the parallel ones.

The largest group is that of Web corpora, i.e. corpora which were made from web
pages, similar to slWaC. The jpWaC-L corpus is large corpus (300 million words, 50
thousand pages) automatically collected from the Web [28]. It was tagged and
lemmatised with Chasen and, additionally, each word in the corpus was annotated by its
difficulty level [14], making it a useful corpus for learning Japanese as a foreign
language. Using the same principles as for silWaC, we have also compiled hrWaC [18],
a web corpus of Croatian, which currently contains about 800 thousand words or over
2 million web pages from the .hr domain. Finally, we have taken Web corpora of French,
Italian and German (frWaC, itWaC, deWaC, all over a billion words) collected and
made available by the WaCkY initiative [2] (wacky.sslmit.unibo.it), which we
have cleaned, tagged and lemmatised using the SPOOK methodology.
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The final corpus is ELIZA, is a very specialised but nevertheless quite large
collection, which contains almost 6 million (English) responses or over 22 million words
(2002-2007), to the well known ELIZA chatbot program [33], as available on
www-ai.ijs.si/eliza. Access to this corpus requires authentication, but the password
is available on request.

3 Technical Requirements: Standards and Sustainability

Processing of the large collection of corpora described above requires that these language
resources are uniformly encoded. A common and well-document encoding is even more
important where language resources (on the nl.ijs.si server including machine readable
dictionaries and digital libraries), are made downloadable, as the users must be able to
understand and process the encoded files. In this section we sketch the encoding
standards used for most of the resources on the server, and also mention other aspects of
open and permanent access to language resources.

3.1 Text Encoding

The presented corpora are varied in terms of encoding they contain, which spans diverse
meta-data on the corpus texts, various structural elements (e.g. utterances, verses, etc.),
to linguistic elements such as sentences and named entities, with further linguistic
annotation including word-level features (e.g. MSDs), and sentence-level syntactic
annotation.

For the common encoding infrastructure we use the Text Encoding Initiative Guide-
lines (www.tei-c.org) , an open set of recommendations for encoding various type of
texts, including annotated computer corpora. The TEI defines several hundred elements
for various text types and types of analysis, and makes it possible to generate XML
schemas to use in particular projects. Such a schema makes is possible to formally
validate a particular TEI document, e.g. a corpus, while the Guidelines serve to
document the meanings of the elements used.

While the Guidelines are the most comprehensive set of text encoding recommenda-
tions, it should be noted that in the context of natural language processing, they have the
drawback of being more geared towards humanities, rather than to linguistic or HLT
research: they are not prescriptive enough, and often one analysis can be encoded in
a multitude of ways. For HLT, there has been recently much work in defining encoding
standards in the scope of ISO (in particular, ISO TC 37, Technical committee for
terminology and other language resources), but quite a few of them are still under
development, and lack good practices, extensive documentation, software support, which
are all attributes of the TEIL.

3.2 The Linguist’s Workbench

While it is important to be able to offer corpora and other language resources for
download, linguists, lexicographers, students and teacher will most often not be interested
in processing the files themselves. Rather, they expect a concordancer with which to be
able to explore the language(s) and this has been in fact the usual situation with most
(say, national reference) corpora, which are available only through a (often custom built)
concordancer.
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The corpora on the nlijs.si server are available via two concordancers,
noSketchEngine [25] and CUWI [8]. The noSketchEngine is the open source versions of
the well-known and powerful (but commercial) SketchEngine. The noSketchEngine does
not offer all the functionality of SketchEngine, but does support all the standard functions
for searching and displaying concordances, frequency lexicons, keywords and
collocations, use and display of structural and positional (word-level linguistic) attributes,
saving the results locally, etc.

CUWI is our own Web front-end, which uses the well-known open source CWB
back-end [3]. The CUWI interface is less polished than the noSketchEngine one and is
geared more towards corpus development and debugging than towards linguistic use.

3.3 Towards a Language Resource Infrastructure

Given the large amount of work invested in the compilation of the described corpora and
in making them interchangeable and available, it is also sensible to make them proof
against loss. While the server is regularly backed-up, it nevertheless represents the single
point of failure for most of the corpora stored on it. This, however, does not apply to the
corpora of the SSJ project, i.e. (cc)Gigafida, (cc)KRES, ssj5S00k, and Gos, which are
available from their home pages on the SSJ project site.

Indeed, such redundancy in access points also seems to be the best way of ensuring
robust and wide dissemination of language resources. While we have not implemented
this approach yet, we have plans to make all the downloadable corpora also available on
public repositories. There are European initiatives that aim to provide such services for
language resources, in particular CLARIN (www.clarin.eu), to serve the needs of
humanities researchers, and META-SHARE (www.meta-share.eu) for sharing HLT
datasets. But while these centres are being set up, there are quite usable alternatives, e.g.
Wikisource (wikisource.org) and esp. Github (github.com), the public GIT
repository. GIT is a very popular version control and source code management system,
which, however, can also be used for textual data. The advantage of using GIT is
primarily in that it allows effectively storing all version of a resource, which enables
replication (and extension) of experiments performed on a particular data set, making it
easier to evaluate and compare developed HLT methods.

If storing the language resource files (TEI PS5, and possibly various derivatives) on
repositories helps in protecting the data and making it better available for HLT, a similar
approach can also be envisioned for corpus linguistics. Now, many national centres (e.g.
national academies) offer concordancers which the local linguists are familiar with, but
these concordancers work over just one or, at best, a small number of corpora. By
converting the TEI into the format required by such concordancers it should not be too
difficult to mount other, say Slovene, corpora, on these concordancers, offering those
interested in foreign languages access to them in an environment that they are familiar
with — and, again, it makes the data better insured against loss.

4 Legal Issues

While the preceding section has discussed some technical considerations in making
(Slovene) corpora available, there is another obstacle to wider availability of language
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resources, namely copyright and protection of personal data. In this section we briefly
sketch these problems and our solutions, where we first list the types of access that are, in
general, available for language resources.

4.1 Types of Accessibility

We have already made the distinction between allowing access via a concordancer and
allowing downloading of the full resource — the main difference between the two is, of
course, that via a concordancer it is, in general, possible to obtain only small fragments of
the resource, and, depending on the concordancer, maybe only in HTML format, set for
the screen. This is the preferred mode of allowing access to corpora, as many institutions
either do not wish for the complete resource (say, corpus) to be made available to either
protect their investment (and monopoly) or, more commonly, they do not have the rights
over the original texts that would enable them to disseminate them further in their
entirety. Some corpus providers lock the corpora further by allowing access only to
registered — this has the (somewhat doubtful) advantage of allowing use only to
researcher that have agreed to certain conditions, but has the distinct disadvantage of
driving away casual visitors, who are the “long tail” of the web users.

The possibility of downloading a complete corpus is offered quite rarely, esp. for
reference or manually annotated corpora, a practice we are trying to change, at least in
Slovenia. While many corpora on nl.ijs.si cannot be made openly downloadable, those
that can, are, and they cover a large spectrum of sizes and text types, e.g. sSIWaC (web,
500 million words), ccGigafida (reference, 100 million), IMP (historical, 15 million),
Gos (speech transcriptions, 1 million), and the two manually annotated ssj500k and
£00300k.

These corpora are available under one of the Creative Commons licences, which
gives the right to redistribute the resources, provided certain conditions are met,
dependent on the type of the CC licence. None of the downloadable corpora specify No
Derivatives (CC-ND), i.e. it is permitted to make derived versions of the corpus, say
correcting tagging errors, and re-distributing that. Some resources (e.g. those of the SSJ
project) specify Non-Commercial use only (CC-NC), but not all do (e.g. the IMP
corpora). And all corpora require Attribution (CC-BY) i.e. that the use of the resource is
suitably acknowledged, which, in scientific publications, means citing one of the papers
describing the corpus. We argue that such acknowledgements are, for academic circles,
the appropriate payment for the work that was invested in making them, but this courtesy
should be, by the researchers using the corpora, observed strictly.

4.2 Copyright

With corpora, copyright over the source texts has always presented the greatest barrier
towards their free distribution. With reference, usually national corpora, this problem was
typically dealt with by obtaining signed agreements by all the text providers (authors or
publishing houses) that allow the use of the texts in the corpus, under certain
conditions — usually, that only portions of their texts will be made available, and only for
non-commercial purposes. This then allows for making the corpus available for searching
via a concordancer, possibly requesting more or less rigorous sign-in.

The procedure of having signed agreements was followed for (copyrighted) texts in
the reference Gigafida corpus, and no log-in is needed for its use. As the agreement with
the text providers stipulates that up to 10% of each text can be made publicly available,
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this also enabled us to produce freely (CC-NC-BY) downloadable corpora (ccGigafida,
ccKRES, ssj500k) which have been paragraph-sampled from Gigafida, taking care that
at most one tenth of a text is present in these derived corpora.

Another case arises with the IMP corpus of historical Slovene, where the situation is
different, as the texts are out of copyright — although, even this might not be the case for
all the texts, as the most recent ones in IMP are from 1918, and Slovene law states that
a text is subject to copyright until 70 years have passed since the death of the author.
However, copyright over the texts themselves is not the only barrier to further
distribution — for historical texts, institutions that have digitised the texts can (and do)
claim copyright over the scans (facsimiles) and, possibly, the transcriptions. For IMP, all
the providers agreed that both the facsimile and text can be made freely available — with
most we simply came to a verbal agreement, except for the National and University
Library, where a written agreement was signed.

In fact, a verbal agreement is also all that we have for most of the other corpora
containing previously printed text, as written agreements are much more difficult to
obtain. However, being overly cautious is probably counter-productive: we’ve yet to
encounter a case, where the copyright holder would object to their work being made
available via a concordancer.

A special case are corpora containing materials published digitally — in particular, the
WaC corpora and the Twitter corpus. Here it would be impossible to ask permission
from every author, so we take the view that we make these texts available via the
concordancer, but authors are free to request removal of their texts from the corpora,
which has, in fact not yet happened either. Download of such corpora could be more
problematic, even though the WaCky web site does offer downloadable corpora, but does
require potential users to first specify what the corpora will be used for.

4.3 Personal Data Protection

Apart from copyright, the other barrier to distributing corpus data is that of personal data
protection. This aspect is well known from speech corpora, esp. those containing
non-public conversations, and even more so if they involve minors. Indeed, to comply
with such requirements, signed agreements were collected for the Gos speech corpus
from all the participants. Furthermore all the personal names appearing in the discourses
were anonymised — in the transcription they are substituted by codes, while the recording
covers them with a beep; even more, in private discourse, the frequency of the recording
was changed, to prevent the recognition of the speaker from their voice [31], and, as
mentioned, the speech files are not available for download. In our opinion, the protection
of personal data has here been taken to an extreme, as even public discourses (say radio
news) have been anonymised.

With previously published text data the issue personal data protection is less known,
nevertheless, at least in Slovenia, it turns out to be rather severe as well. In 2012 the
Information Commissioner of the Republic of Slovenia reacted to complaint in
connection with access to the “Nova Beseda” corpus [16] (bos.zrc-sazu.si) at the
Scientific Research Centre at the Slovene Academy of Sciences and Arts. The complaint
was connected to the “Right to forget”, i.e. that sins from the past should not haunt one
their whole life. Namely, Nova Beseda contains newspaper articles going back to the '90,
to the time before the internet, and the concordancer was, furthermore, open for indexing
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by robots. So, for the person in question, the first Google hit on their name gave the
concordances from the twenty-year old crime news section of a major Slovene daily. In
reaction to this complaint, the commissioner ruled that searching for personal names in
the corpus be blocked. The Centre complied with this ruling by disallowing searchers of
the form “possible name + possible surname”, which raised a storm of protest among
linguists, as this also prevents searches for people long dead and of public importance,
e.g. artists, politicians, or for combinations where one or both of the words can be
a name but can also be a common noun. Nevertheless, the ruling still stands, but, to the
relief of other corpus providers in Slovenia, it applies only to one corpus mounted on one
server.

Finally, there is one corpus that deserves here a special mention, namely the ELIZA
corpus, which, as mentioned, contains logs of conversions with a Web service mimicking
a (quite stupid) psychiatrist. As the web page does not display any warnings that the
conversations could be further published and because the conversations might contain
personal data, access to the corpus is password protected; however, on application,
researchers with a legitimate reason can receive the password.

5 Conclusions

In this paper we have presented the corpora available from the nl.ijs.si server and
discussed several issues to do with their availability: technical ones of encoding, viewing
and downloading, and legal ones of copyright and protection of personal data. As the
paper shows, we advocate the use of open standards and recommendations, in particular
the Text Encoding Initiative Guidelines, use of open source software solutions, as are
TreeTagger, and the CUWI and noSketchEngine concordancers, and free availability of
produced corpora. Such language resources are costly and time consuming to make, and
if, as is often the case, they have been produced with public money, then the corpus
compilers have, in our view, an obligation to maximise their impact by further
disseminating them as freely as possible. While they can be limited in this by legal issues,
we take here a somewhat relaxed position: as long as a text has been already published,
even more so if this has been done on the internet, then, given that we don't run
a commercial enterprise, but offer the corpora for free, it is fair use of the materials to
make them further available, at least via the concordancers, and, in more clear cut cases,
for download as well. However, if an author or, in general, copyright holder requests the
removal of their text from a corpus, we will respect their request. As regards further
work, we will continue work on corpora, striving towards larger, better annotated and
(redundantly) available corpora, and other language resources for Slovene.
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in Greek: A Corpus Study

Vasiliki Foufi, Kyriaki Ioannidou, and Olympia Tsaknaki
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Abstract. This paper, part of a multi-faceted research on compound nouns carried
out in the Laboratory of Translation and Language Processing, School of French,
Aristotle University of Thessaloniki!, deals with the recognition of compound
nouns of the structure Adjective + Noun often characterized by the existence of
external inserting materials among their constituents. To locate and eliminate
these barriers and then recognize the compound nouns, we use large-scale cor-
pora and the method of finite-state transducers. We finally calculate precision and
recall rates to verify the efficiency of our method.

1 Introduction

Multiword expressions cover a wide range of linguistic constructions: idioms, multiword
compound nouns, compound verbs, frozen or semi-frozen expressions, proper nouns,
time expressions, etc. In this article, we focus our research on Greek compound nouns
of the structure Adjective + Noun [1], [4].

Following Gaston Gross’ criteria [6], we define as ‘compound noun’ a multiword
noun whose at least one of the semantic, syntactic or distributional properties cannot be
deduced by the properties of each of its constituents.

Texts abound with compound nouns, which reveals the need for their recognition by
the Natural Language Processing systems in order to improve their applications (summa-
rization, automatic translation, term extraction, etc.). Due to their non-compositional
meaning, compound nouns have to be grouped together and lemmatized in electronic
dictionaries. For instance, in the following sentence, there are two compound nouns
Katavadwtiké ddvero/consumer loan and motwtiky kdotalcredit card which will be
recognized provided that they are listed in a dictionary:

H mAetovétnra tov Aaov mrjge Katavalwtikd OAVELO 1) TLOTWTLKT] KAQTA TO
2003

(The majority of the population took a consumer loan or a credit card in 2003)

However, the automatic recognition of Adjective + Noun multiword compound
nouns in Greek texts can be hindered to a large extent because of the presence of
various linguistic or extra-linguistic elements among their constituents. Those inserting
materials may be of different kinds and will be subsequently presented. For instance:

Exatouuvgia dotoa meoifdAiovv 1o nhiakd uag cvetnuo,
(Millions of stars surround our solar system [solar our system])

http://www.frl.auth.gr/index.php/gr/structure-gr/laboratories-gr/
laboratory-translation-language-gr
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In the Greek example, we can observe that the possessive determiner pag/our comes
between the adjective nAtaxd/solar and the noun cvornua/system.

It is also important to point out that the adjectives which form compound
nouns - usually called pseudoadjectives [3], [1], [11] can be linked to other pseudoad-
jectives susceptible to form a compound noun of the same structure. It must be noted
that these adjectives cannot be descriptive, e.g.:

PUVALKOAOYIKT) KOIL UQUEVTIKT) KALVLKT]
(gynecology and maternity clinic)

In this example, neither of the two adjectives can be replaced by a descriptive one:

*VUVALKOAOVLKT] Kot KaOa Q1) KAk *aOaQn Ko WaevTIKY) KMVIKT)
*(gynecology and clean clinic) *(clean and maternity clinic)

To proceed to our research, we used large-scale lexical resources and the method of
finite-state transducers (FSTs).

2 Description of the Corpus

Our corpus of approximately 6,000,000 words consists of Journalistic and Educational
Discourse. It was built in the frame of the research project “Portal for the Greek
Language” in cooperation with the Centre for the Greek Language and the Laboratory
of Translation and Language Processing (2005-2006) and it is available on the website
http://www.greek-language.gr/greekLang/modern_greek/tools/
corpora/index.html.

The text corpora that originate from the field of journalism contain, in electronic
format, about 5,000,000 words published in the newspapers Makedonia (3,000,000
words) and Ta Nea (2,000,000 words). The material is grouped into thematic units and
classified by genre (short news, social reporting, etc.). Precisely, the corpus from the
journal Makedonia contains 143,500 simple structures and 14,808 compound structures
(compound nouns, phraseology etc.). The corpus from the journal 7a Nea contains
138,056 simple structures as well as 14,902 compound structures.

The text corpora from the field of educational writing are classified by genre
(narrative, description, instructions, process analysis and argumentation). They contain
2,000,000 words from which 120,271 are simple structures and 9,971 are compound
structures.

A representative extract of our journalistic corpus is cited below:

BeginArticle

Svvroun eldnon

KOXMOX

{S}ZEPI MIIAEP

{S}®&hovv vo. TV ameldoovy!

{SIH Zepi.{S} v npwrn B0 pe 31%
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{SIH ovTuyog tov Bpetavol mpmOumovpyot Tovi Mmhep eivar To TpoOomTOo
7oV,

TePLocOTEPO amd Oha To dAAa, O NOshav oL Bpetavol va "amehabel” amd ™
YMPO.

{S}AvT6 mpokmTer oo dmuookommon tov BBC og 15.000 Bpetavoic.{S} Ztn
Moto Twv ameldoswv, 1 Zept Mmhep NABe oty mpdTn O¢on pe 31% tov Ynewv,
e devtepo Tov oglyn Aumol Xaula ah-Mdaopt, mov £xel katiyopnBel yia oyéoelg
e tov  Ocduo umv Advrev.{S} H Snuotkdmra g ovliyou touv mpwdu-
TOUPYOD UELDONKE OPAOTIKA WETA TG OTOKOAMDPELG VL0 OYECELG WE EVav
KOTOSIKOOUEVO QITTOTEDMVAL.

3 Categorization of the Inserting Materials

The inserting materials can belong to classes such as determiners, conjunctions and
adverbs. Additionally, punctuation marks, in particular the comma, can disturb the
recognition of the sequence.

3.1 Determiners

In many cases, possessive determiners are inserted between the adjective and the noun
of the compound structure. Some representative examples are cited below:

Eivau vevOvvor tov yevettkov Tng ool
(They are responsible for her genetic profile [genetic her profile])

Ta otoyela TG TOTWTIKIS TOV KAQTAS PoEOnKay xdon oe éoevveg Tov FBI
(The data of his credit card [credit his card] were found due to FBI’s
investigations)

O voyngror TEwOVTOVYYOl TQOETOWALOVTAL Lo TV TQOEKAOYLKT] TOUS
ekoTOATER

(The candidate prime ministers are being prepared for their electoral campaign
[electoral their campaign])

Apart from possessive determiners, we could also find demonstrative determiners
between the two constituents:

Elvaw uédn twv exgyelonuatikdv aut@v otkoyeveLv
(They are members of these business families [business these families])

‘Emoeme va emAsEovv TS aYQOTIKEG EKEIVES meQLoyés Omov Oa
KaAldegyovoav ottnod

(They had to choose those agricultural areas [agricultural those areas] where
they would cultivate cereals)
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3.2 Conjunctions

Conjunctions such as kou/and are frequently inserted among the constituents of
compound nouns. In the following example, there are two compound nouns (dnudctov
Touéalpublic sector, 10twTLkoV Touéa/private sector) connected by xai/and but the noun
accompanies only the second adjective:

‘Evag vOuog Oyetikd ue Ttovg Kavoves tng ovvimaofng Onudctov Ko
tOLTLKOV TOUER
(A law about the rules of coexistence of the public and private sector)

The conjunction xat/and can be followed by the negative particles dyt/not, as it is
shown in the following examples:

Oa AetTovYoUV e NAEKTQOUNYAVIKOUS KOt Yt VOQAVMKOUS Uy aviouovs
(They will run on electromechanical and not hydraulic machinery)

Even though in most cases the conjunction xat/and links the first constituents of two
compound nouns of the structure Adjective + Noun, it may also be inserted between the
first and the second constituent of one compound. Particularly, in the following
example, between the adjective nAextpovikéglelectronic and the noun ypvdoeig/
knowledge of the compound noun nlextoovikés yvwoeic/electronic knowledge, the
conjunction xat/and is followed by Syt wovo/not only:

O 71bed00¢ amoydenoe amd T0 SIKAGTIOLO UE NAEKTQOVIKES KAt OYt ovo
PVAGELS

(The president left the court with not only electronic knowledge [electronic
and not only knowledge])

Moreover, the use of kaw/and followed by an adverb can be noted between the
adjectives of two compound nouns. An example with the adverb kvoiwg/mainly is
shown below:

H owcovoutkij Kot Kvgimwg oTtoatiwTikij vaeQoynj Tng xoag
(The economic and mainly military predominance of the country)

Furthermore, xat/and can be followed by indefinite determiners. In the following
example, the determiner dAlo/other appears between the two adjectives pwroyoagikd/
photographic and Aaoyoagukd/folklore:

Mrmogelte va OUYKEVIQWOETE  UAQTUQIES, @WOTOYOaAPIKS Kot dAro
Aaoyoapikd vAko
(You can collect testimonies, photographic and other folklore material)

Usually, the first constituent of a compound noun is preceded by an article, e.g.
0 yallkds kar Oebviic kwvnuatoyodgos/the French and international cinema. In
some cases, the article is repeated before the second adjective (first constituent of the
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second compound noun). In particular, in the following example, the conjunction
koat/and and the definite article o/the are placed between the two adjectives
yaArikog/French and dteOvijg/international:

O yalddkds Kot 0 Olebvic KIvnuatoyedpos &xacov &va onuavitikd
OKNVOOETN
(The French and the international cinema have lost an important director)

Moreover, the adjective of the second compound could be preceded by an article
and followed by a possessive determiner, like in the following example:

Abyw TG yewotoatnyikns ko TS yewyoapikns tng Oong, n xwoa eivou
eVaAwTN 08 eEWTEQLKES TEGELS

(Because of her geostrategic and geographical location [the geostrategic and
the geographical her location], the country is vulnerable to external pressures)

An additional remark should be added to the case mentioned above. A preposition
that figures before the first adjective can also occur before the adjective of the second
compound as it can be seen in the example below:

OL amoPAoELS TEETEL VA AQUPAVOVTAL GE EVQWITALKO Kot Oyt 0€ €0Vikd
emimedo
(The decisions must be taken at European and not at national level)

One thing we must underline here is that very few examples of compound nouns
whose constituents are connected with xi/and, a variant of xai/and used when the
following word starts with a vowel, can be found in our corpus. Therefore, we included
that case in our FST.

Except for xaw/and and xi/and, we could also find other conjunctions like ouwg/but,

1/or, Aowwov/therefore, eite... elte/either... or, 1)... 1)/either... or, ovUte... ovte/neither...
nor and others:

[...] avdioyn dnuboia duwg éxkinon eiye kdvel kat 0 yevikds yoauuaTéas
v Hvouévav EOvdv

([.--] but similar public appeal [similar public but appeal] was also made by the
Secretary-General of the United Nations)

KdOe Siayvwotikds 1 1atoikds xoog meémer va Siatnoel eviuepmwuévo
agyelo
(Each diagnostic or medical centre must keep an informed record)

EVDTLOV GTQUTIWOTIKOV T} SHUOTIKWOV T} KOWVOTLKDV AQ) DV
(in the presence of military or city or municipal authorities)

Aev éyete 0UTE vouuuo ovte nOikd dikalwua
(You have neither legal nor moral right)
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Moreover, three compound nouns of the type Adjective + Noun, which have in
common the noun, can be successively linked with a comma and a conjunction in the
same sequence:

HoArol vmo@égovy amd avamvevoTIKES, KAQOLOAYYELAKES 1) NITATIKES
véeOVS
(Many people suffer from respiratory, cardiovascular or liver diseases)

OL TOMTIKEG, ETLYEIONUATIKEG KOL KOWWWKES OUVAUES TOU Vouou
Kivnromouonkav
(The political, business and social forces of the prefecture were mobilized)

In the example above, we can remark the presence of three different compound
nouns swoMtikés Svvdueis/political forces, emyetonuotikés dvvdueis/business forces
and kowvwvikég Svvduerg/social forces whose first constituents (adjectives) are linked
with a comma and the conjunction xat/and given that their noun is common.

Conjunctions and punctuation marks like the comma can also join up to four and
five different adjectives which form compounds with the same noun. The example cited
below illustrates this remark:

EQEVVITIKEG, ETTLOTNUOVIKEG, priavlowmikés  1j KAAMTEYVIKES
doaaTnoLoTNTES
(research, scientific, charitable or artistic activities)

EUTOQLKES,  PLOUnyavikes, PLOTEYVIKEG, UETAAAEVTIKES KoL AOTOULKES
ETTLYELQTIOELS
(the commercial, industrial, craft, mining and quarrying businesses)

3.3 Adverbs

According to Anastassiadis-Symeonidis [1, p. 153], pseudoadjectives are modified by
restrictive adverbs such as: (Swaiteoa/particularly, avetnod/strictly, amokAeiotikd/
exclusively, kvoiwg/mainly, kateEoynv/primarily, Baoikd/basically, aAnOwd/really, etc.
Such remarks have also been highlighted by [9, p. 80], [10, p. 30), who studied the
Noun + Adjective compound nouns for the French language:

To otdnoodgourd diktvo eEvmnoétnoe Ty SlaKivion ayQOTIKWOV KUQIMG
TIEOLOVTWV

(The railway network served the transport of mainly agricultural products
[agricultural mainly products])

Furthermore, adverbs of time can be inserted between the adjective and the noun of
a compound structure. In the following example the adverb axdun/still is situated
between the adjective cofietikr)/soviet and the noun exoyrj/times:

Ao ek TV omolwv elvar amd T GOPLETIKY] AKOUT £0X1)
(Two of those still come from the soviet times [soviet still times])
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4 Automatic Processing of the Inserting Materials

Our aim was to use the FST method in combination with linguistic resources, that is the
electronic morphological dictionaries developed in the Laboratory of Translation and
Language Processing. To extract our data, we used the open-source system, Unitex?.
This corpus processing system is based on automata-oriented technology. By means of
this tool, electronic resources such as electronic dictionaries and local grammars can be
handled. Researchers can work at the levels of morphology, lexicon and syntax.

In particular, in order to eliminate the inserting materials mentioned above and
improve the results of the automatic recognition of compound nouns in corpora, we
constructed the following FST (Fig.1) which recalls 24 sub-graphs like the one cited
below (Fig. 2):

Hime
Hmgp
Mfs
Hfp
Ins
Hap
Gz
Gmp
Gif's

G
Grs

Gnp

_[} Ams @
Amp
Afa
Afp
Ang
Anp
Vins
Vinp
Vs
Vfp
Vs
Vnp

Fig. 1. Main FST

2http://www-igm.univ-mlv.fr/~unitex/
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Fig. 2. Sub-graph of feminine compound nouns in the nominative plural

4.1 Description of a Sub-graph

Each sub-graph, like the one presented in Fig. 2, represents the remarks made above. In
particular, the above sub-graph presents the possible cases of barriers that can be
intruded among the constituents of a feminine compound noun in the nominative plural.

The sub-graph (subgraph_Nfp) that corresponds to adjectives contains all possible
pseudoadjectives followed by morphological information about the gender (feminine),
number (plural) and case (nominative). As it has been already reported, between the
adjective(s) (A1, A2, A3...) and the noun (N) of a compound noun (CN), can be found
conjunctions, determiners (DET), adverbs (ADV) and punctuation marks. With regard
to conjunctions, it should be noted that we did not include in our FST all the
conjunctions listed in the electronic dictionary but only those are related to our research.
Additionally, x.Az./etc. before the noun, like in the example cvykowvwviakd, megiBol-
Aovuika, avartvgiakd k.Ax. Oéuaraltransport, environmental, development etc. issues
will be also recognized. Furthermore, in the beginning of each path, we have predicted
the possible existence of an article (<DET+Def+Art:Nfp>, <DET+Ind+Art:Nfp>, <E>)
or a preposition (<PREP>). The green square brackets before each box containing an
adverb (ADV) aim at avoiding morphological ambiguity between an adjective and an
adverb.
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The defined variables are also used as an output of the FST. For example, the
variable $A1$, followed by the variable $N$, are reused at the output produced ([$A1$
$N$, CN_AN]). In this FST, there are five outputs which represent the existence of one
up to five compound nouns in the same sentence.

4.2 Results

After the creation of the FST and having taken into consideration all possible cases in
order to ensure its effectiveness, the next step of our research was the application of the
FST to the corpus. An extract of the tagged concordances is presented below:

TauToToLONKaV SaKTUMKE  TOU  QmoTUITMUATA[SQKTUMKE — QmOTUIMUATE,
CN_AN]

Statnoovv t BovAevtikn Tovg totdTnTalfovisvtiky idiotnta, CN_AN].

dAda onuavtikd Oguata KOLVWVIKIG, OLKOVOWKNS Kot €EWTEQLKNG TOMTIKIG
[kowwviknc mohtikijg, ICN_AN] [otkovoukns moltikiig, 2CN_AN] [eEwTegixiic
mohtikrg, 3CN_AN]

éva  ueyddo moudiko, mowwod  meoyoouuc  [mwoudikd  meoyoauua, ICN_AN]
[rmowéd moodyoauua, 2CN_AN],

EVIOTIKG, yewepva pobnuote [eviankd padnuoata, ICN_AN] [yewpepiva
wabnuarte, 2CN_AN]

ta Xawd kard 1oug Bepivoig kKuplmg unveg[Bepivotic unveg, CN_AN].

IThovotdtegos e NAeKTQOVIKES Kat Oyt uOvo YVWOELS[NAEKTQOVIKES YVIGELG,
CN_AN]

Avddoyn dnuodoto.  duwg  Exkhinon[dnuooia  éxkinon, CN_AN]efye xdver
O€ GUYKOWWWVLaKG, TEQUBarloviikd, avamtviiokd k.Amx. Quata [cvykotvoviakd
Oduata, ICN_AN] [meoipallovrikd Oduata, 2CN_AN] [avamtviiakd Ouarta,
3CN_AN]

eEaupovvral eQEVVNTIKES, ETLOTNUOVIKES, PIAAVOQWITIKES 1) AAAES KOWWQPEAELS
doaotnototnreg  [egevvnrikés  dpaotnowotnteg,  ICN_AN]  [emiotnuovikés
doaotnototnreg,  2CN_AN]  [piiavOowmikés  dpaotnoidtnreg,  3CN_AN]
[kKowweedels doaotnotdtntes, 4CN_AN]

KL OL  EUTTOQIKES, PLOUNYAVIKES, [LOTEXVIKES, UETAAAEVTIKEG KoL AQTOULKES
emyetonoels  [eumooukés  emyeronoels, 1CN_AN]  [Brounyowvikés  emiyelonoetg,
2CN_AN] [Broteyvikés  emyeionoerg, 3CN_AN] [ueTtaldevtikés emiyelQnoelg,
4CN_AN] [ratowkés emiyetonoetg, SCN_AN]

(CN=Compound Noun, 1CN=First Compound Noun, 2CN=Second Compound Noun,
3CN=Third Compound Noun, 4CN=Fourth Compound Noun, SCN=Fifth Compound
Noun, AN=Adjective + Noun)
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Given the large size of our corpus, the results of our method have been evaluated
upon a representative sample text of 2 170 Kb (157,284 words). Thanks to the FST
method, which can guarantee great precision, our precision rate was 94.26% and our
recall rate was 100%.

Despite the satisfactory results, the lower precision value obtained is due to
ambiguities. Ambiguities in Greek can be found in the morphological, lexical and
syntactic level, often raising numerous obstacles. Firstly, as regards ambiguity due to
different parts of speech, adjectives and nouns may present the same form:
moMaiki/politics as a noun and soAtzikr)/political as an adjective (woAitikr) eEovoia/
political power). Consequently, the structure 77¢ oATikng ¢ KVéovnonc/the govern-
ment's policy was incorrectly recognized. Secondly, some pseudoadjectives exist as
qualitative adjectives as well. For instance, the adjective eAev@egog/free forms the
compound noun elevfego gumdgro/free trade. Therefore, it was integrated in our FST.
However, in the free construction otnv elevfegn toa ywoalin the free nowadays
country, it operates as a qualitative adjective.

5 Open Issues and Conclusion

The following cases that occur in the corpus did not form part of this particular
research. Nevertheless, they are challenges to be tackled in a future research. Firstly, we
did not treat cases like molmiomikol [xoor] kK xwoor KaAMTEYVIKDOV
ekOnAwoewvl/cultural [spaces] and spaces for artistic events and twv 50 kevroikdv
[Oedrowv], 41 meoupegeiaxv [Bedtowv] kar 38 Oedrowv-koumaoé/of the 50 central
[theaters], 41 peripheral [theaters] and 38 theater-cabarets which consist of two
different categories of compound nouns: Adjective + Noun (woAitiotikol ywoor/cultural
spaces) followed by Noun + Adjective + Noun in genitive (Yoot kaAzeyvikav exon-
Aoewvispaces for artistic events) and Adjective + Noun (kevroikdv Oedrowv/central
theaters, megupegetaxwv Oedrowv/peripheral theaters) followed by Noun + Noun
(Bedrowv-kaumagé/theater-cabarets) respectively.

Secondly, we did not take under consideration the phenomenon of nominal
subdeletion [5], [2], e.g. 0e dAa Ta emimeda: @LAocO@LKO, AoYOoTEYVIKS, TOMTLKO,
tdeodoyikd kau Kvolws kalltexvikd/in all levels: philosophical, literary, political,
ideological and mainly artistic.

We also left out very few examples found in our corpus due to the writer's stylistic
choices like ellipsis points between the adjective and the noun (e.g. xaAdireyviki...
onuovpyla/artistic... creation). Finally, we excluded from our research the example
Staywolfovv TNV exayyeAuatiki] amo tnv kabaod mvevuatiky) dpaotnoidtnra/they
distinguish the professional from the merely intellectual activity which presents a single
occurrence in the whole corpus.

This research showcases the importance and utility of a corpus approach in order to
achieve the recognition of compound nouns. We combined large-scale lexical resources
and the FST method to the benefit of the recognition of compound nouns of the
structure Adjective + Noun whose structure is discontinued by inserting materials
among their constituents. After the application to our corpus of the FST constructed for
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this task, it is visible that the results were satisfactory. However, because of the possi-
bility for revision of an FST, the improvement and enrichment with new elements of the
FST built needs to be done for other structures of compound nouns.
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From Multilingual Dictionary to Lithuanian WordNet

Radovan Garabik and Indré Pileckyté

L. Stir Institute of Linguistics, Slovak Academy of Sciences, Bratislava, Slovakia

Abstract. In this paper we describe the motivation for building a small Lithuanian
language WordNet out of a bilingual dictionary. The WordNet contains semantic
relations for nouns, adjectives, adverbs and verbs, with mapping of synsets to the
Princeton WordNet and the Slovak language WordNet. The process of combining
various dictionaries to create an initial version and subsequent manual proofreading
is described; the first preliminary version of the WordNet has been released.

1 Introduction

For the English language, the Princeton WordNet [7] became de facto a foundation for
semantic analysis and annotation, and it inspired WordNets in many other languages. Such
projects frequently use the same structure of semantic relations (often augmented by re-
lations specific for the given language).

Considering their interconnections, WordNet projects can be divided into two groups:
monolingual and multilingual ones. Monolingual WordNets capture semantic relationship
for the given language without any out-of-the language links, while multilingual ones have
some way of relating their synsets to other WordNets (most likely the English one).

This relation can form the main design principle of a WordNet, sometimes even to
the point of the WordNet being created as a translation of the English one [6]; or the
relations are included additionally [9]. There are several different projects that specifically
aim to provide multilingual synonym databases, like BalkaNet [10], EuroWordNet [11],
or WordNet Grid [8].

The described Lithuanian WordNet database started its life as a (small) multilingual
dictionary! for students of Slovak as a foreign language.? The dictionary used Slovak as
the pilot language, and the English part of it has been based on Princeton WordNet v. 3.0.
Our database has been therefore created with the semantic relations in mind, and later we
specifically extended the contents with the aim of creating bases for Slovak and Lithuanian
WordNets.

2 Automatic Synset Generation

The database has been bootstrapped by an automatic synset generation. The method used
for the Slovak synsets is described in [3] — in a nutshell, the method is based on translating
synsets, hypernyms and hyponyms according to an existing bilingual dictionary and then
taking an intersection of various combinations of the translations. The initial database

! The term ‘dictionary’ is perhaps a little ambitious, ‘glossary’ would be more appropriate.
2 The dictionary also includes other languages, in particular German and Polish, but since they are
not germane to the Lithuanian WordNet, we will not describe them here.
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has been filled with Slovak synsets generated by a union of all the four methods (A, B,
C, D) described therein. This database has been then manually proofread and extended,
with the synsets being mapped to their equivalent English synsets, with the aim to cover
(as a minimum) hypernyms for each Slovak synset — thus creating a complete semantic
chains up to the top-level categories.

Since we lacked a computer readable English-Lithuanian dictionary, the Lithuanian
part of the database has been generated differently — first we obtained a rough Slovak-
Lithuanian dictionary based on Slovak-Esperanto and Esperanto-Lithuanian dictionaries
provided by the lernu.net? portal. Using Esperanto as a pivot language had several ad-
vantages:

— Word suffixes in Esperanto denote unambiguously part of speech, therefore we ob-
tained highly reliable separation of synsets into nouns, adjectives, adverbs and verbs.

— There is a very low amount of homonymy (although it does exist) in Esperanto [4],
which limits the risk of carrying improper semantic chain into a given synset.

— Bilingual Esperanto-Slovak and Esperanto-Lithuanian dictionaries were available and
we obtained a copyright agreement allowing us to use them for this purpose.

The dictionary entry consisted of one Esperanto word and its one or several transla-
tions. The size of Esperanto-Lithuanian dictionary was 11 529 entries or 16268 words,
Esperanto-Slovak 7 116 entries or 8 130 words. By combining the dictionaries, we ob-
tained a simple Slovak-Lithuanian dictionary of 3 977 entries (one entry corresponds to
one Slovak word and its possible Lithuanian translations), or 10 048 Lithuanian words —
we can see that there was a substantial ambiguity in the translations.

The dictionary has been then manually proofread and corrected, with the emphasis on
keeping ‘precision’ — i. e. the proofreaders were instructed to predominantly delete incor-
rect translations, in order to keep down the time needed to complete the task.

This proofread dictionary has been then used to automatically assign Lithuanian synsets
to the Slovak ones via a simple substitution of Slovak literals with Lithuanian equivalents.

3 Database Structure

One entry in the database corresponds to one synset. In addition to the synset itself it
contains optional definition (not used much), a link to one (or more) English synsets and
an optional links to one or several Slovak language synsets. Generally, the relations in the
database are L: M: N, where L is the number of English language synsets, M the number
of Slovak language synsets and IV that of Lithuanian language synsets — i. e. any number
of synsets from any of the languages can be connected to any other number of synsets
in the other languages, although in practise the relation is usually split into L: M where
L=1VvVM=1,M:N where M =1V N =1; L: M where L =1V N = 1, that
is, we try to refrain from introducing complicated and hard to read connections and try to
use simple, at most one-to-many relations between two languages. However, most of the
entries are simple one-to-one.

3http://lernu.net/
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o 947 Lo [ 254
7 / L sadnut’ si; usadit’ sa; posadit’ sa ) atsisésti
!

1

01984902 255
sit down, sit pasodinti
T

I
3708 !
sadat’; usadzat

948
sadnut’; usadit’

- N
_ J
A
—

6423
sadat’ si !

Fig. 1. Example of the interconnection between synsets. The four Slovak synsets correspond to
reflexive (intransitive) perfective, transitive perfective, transitive imperfective and reflexive (intran-
sitive) imperfective. Two Lithuanian lexemes for transitive and intransitive are linked to respective
Slovak synsets.

3.1 Synset Microformat

The synsets in our database (both Lithuanian and Slovak) are written down using formal-
ized formatting rules in order to ease further automated use and to include additional infor-
mation (see Figure 2 for the syntax diagram). To put it informally, each synset consists of
one or several literals separated by a semicolon; this allows us to include embedded clauses
separated by a colon and a relative pronoun (such use is discouraged, but it is necessary
to cover those English synsets that do not have direct Slovak or Lithuanian equivalents).
Thus the literals can be multiword, simple two-word constructions (adjective+noun) are
quite common.

A literal can have an optional annotation character ‘+* in front of it, this denotes that
the literal is semantically ‘most important’ in the synset, i. e. this is the word that is usually
used to express the meaning. Another optional annotation is formed by an optional gloss
in parentheses, explaining or clarifying the literal in case its inclusion in the synset not
obvious to the user, usually in the case of surprising homonymy or a rarely used meaning.

There are also two synset-wide annotations — a minus character and a question mark.
Minus character in front of the synset means that the linked Princeton WordNet synset
cannot be expressed clearly in the target language (i. e. the semantic meaning is too wide or
too narrow, or it covers specific English-culture term that does not have a direct equivalent,
or — rarely — there is an outright semantic lacuna in one language). This appears almost
exclusively when trying to cover hypernyms of an already existing synset.

A question mark means that the annotator is not sure about the synset — either the
synset itself, or its relation to other languages. In theory, this means that we should try to
resolve the problems later and the annotation helps to keep the track of such problems.
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synset
. literal
O}
e
N

Fig. 2. Syntax diagram of synset definition. Definitions of literal, gloss and optional whitespace are
not included for the sake of brevity

4 Nouns, Adjectives and Adverbs

The mapping for nouns, adjectives and adverbs is often straightforward. Sometimes one
English synset is linked to two Slovak or Lithuanian synsets — this often appears when
referring to gender distinct nouns that have only the gender neutral form in English (e. g.
10020890 doctor, doc, physician, MD, Dr., medico is connected to two Lithuanian synsets,
2204 daktaras; gydytojas (masc.) and 4914 daktaré; gydytoja (fem.). Since the mascu-
line/feminine gender distinctions in Lithuanian and Slovak are rather compatible, the map-
ping from Lithuanian synsets to Slovak ones is one-to-one.

Other kind of multiple correspondence is very rare, and although there is a number
of homonyms and polysemous words in Lithuanian, we were able to disambiguate them
quite clearly based on the English WordNet meanings — sometimes the distinction was
even too detailed (e.g. Lithuanian word veiksmas appears in 6 different synsets, rang-
ing from 14006945 action, activity, activeness (the state of being active) to 07009640 act
(a subdivision of a play or opera or ballet).

5 Verbs

5.1 Aspect

Both Lithuanian and Slovak verbs distinguish two aspects, perfective and imperfective, not
as a morphological category, but as separate lexemes (though there are often derivation
patterns converting between the two).

In Slovak, the base form is either perfective (e.g. dat) and the imperfective is derived
semi-regularly with the -va morpheme (ddvat), or the basic form is imperfective and there
is a sizeable set of verbal prefixes turning it into perfective, often with considerable seman-
tic differences (robit’ — {u,vy,za,pre,do,na,od}robir). There is also a class of ambivalent
aspect verbs, but these can be though of as close homonyms. In the Slovak WordNet, we
consistently keep both forms (if they exist) as separate synsets, linked to the same English
synset.

In Lithuanian language, most of the verbs without any prefix are imperfective, whereas
prefixed verbs denote a finished action. There are some exceptions, directional movement
verbs are imperfective in the present tense — e.g. atvykti (inf., ‘to come’), atvyksta (present
tense, ‘[he] is coming’), however, in the past simple tense they denote a finished event
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Idrojovy anglicky synset

Anglicke synsety Slovenskeé synsety Litovske synsety
EN synset: 01984902 ———— | 5K synset: 947 ———— | rLT synset: 254
{ sit down, sit] { sadnut’ si; usadit’ sa; posadit’ { atsisésti}
sa )
take a seat NIHENT-EN <O ()
N +EN|-EN | = | O 1 i)
+5YN | -5YN Prislichajici SK synset: 947;

rSK synset: 948
{ sadnut’; usadit’}

Pripoj: 948, 3708, 6423
LT synset: 255
NI+EN] -EN = O i) { pasodinti }

rSK synset: 370B————— ||\ | JEN | -EN | = | O | (i)
{ sadat’; usadzat’'}

Prisldchajuci SK synset: 948;

NIFENT-EN <1 O i) Pripoj: 947, 3708, 6423
rok synset: 6423
{ sadat’ si}

NT+ENT-EN T = O i)

Fig. 3. Screenshot of the WordNet interface, with a view of corresponding English, Slovak and
Lithuanian synsets

(atvyko, ‘[he] came’). Then there is a class of verbs neutral with respect to the aspect —
e.g. mirti ‘to die’.

In general, we preferred imperfective aspect to the perfective for simplicity, but we
try to cover both aspects of the Slovak synset, if the same semantic meaning is preserved
in Lithuanian.

Another exception are verbs indicating momentous (very short or abrupt) actions with
suffixes -el(é)fi and -er(é)ti. In general, these forms were avoided in the WordNet, but they
are included in cases where they tend to have a specific meaning — e.g. giZteléti (peciais)
‘to shrug (shoulders)’.

5.2 Reflexive verbs

Both Slovak and Lithuanian languages contain reflexive verbs, with approximately sim-
ilar semantic behaviour. In Slovak, reflexivity is expressed by a separate reflexive pro-
noun/particle sa or si, which is nonetheless considered a part of the lexeme and we treat
reflexive verbs as single units (literals including a space and the reflexive pronoun).

In Lithuanian, reflexive verbs have a reflexive affix -si or -s, which is attached to the
end of the stem as an affix for prefixless verbs, but it is put as an infix after the prefix
morpheme — e. g. sukti — suktis, but nuprausti — nusiprausti.

Syntactic reflexivity can express various semantic meanings, ranging from true re-
flexivity (action reflected towards oneself) through reciprocal, to pronominal reflexivity
(where the reflexive status is obligatory but has no inherent meaning). There is often a ough
conflation between reflexive and intransitive categories, and the non-reflexive and transi-
tive ones.

In the Slovak WordNet we try to cover both reflexive and non-reflexive variants of the
verb (if they both exist) in two separate synsets. In case where the reflexivity overlaps with
transitivity, both synsets are mapped to the same English language synset (unless there are
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separate transitive and intransitive English synsets). Lithuanian synsets are then mapped
to the Slovak ones (not necessarily only related verbs, see Figure 1 for an example) if they
cover the same meaning.

6 Manual Proofreading

The proofreading of both Slovak and Lithuanian parts was done almost simultaneously —
the Slovak synsets have been proofread in two step process, first proofreading by one anno-
tator and then a second proofreading by an independent one. Each step in itself consisted
of two actions — verifying the completeness and correctness of literals in each synset, and
verifying the synset position in the ontological hierarchy (i. e. its connection to the Prince-
ton WordNet synset, its hypernyms and — if existing — hyponyms).

As the Slovak synsets acquired the “verified” status, corresponding Lithuanian ones
have been proofread and edited as well, with paying attention to its interconnection to
both the English and Slovak synsets.

The main Lithuanian language resources used for the proofreading were Modern
Lithuanian Dictionary“, Dictionary of International Words [1], Terminology Database
of Lithuanian Republic’, the website of the State Language Commission® and an ency-
clopaedic dictionary of computer science [2].

Only the terms approved by the Lithuanian Language Commission or present in one of
the recommended (by the Commission) language resources were added to the Lithuanian
WordNet. Therefore, colloquial expressions, neologisms and frowned-upon words were
avoided at this phase of the proofreading (this however does not mean we are against their
inclusion in the future).

7 Current Status

The Lithuanian WordNet started its life as a multilingual glossary, but it has grown up
to be a small WordNet, with semantic hierarchy provided by Princeton WordNet. At the
time of writing, the database composition is 7 874 noun synsets, 2 099 adjective synsets,
682 adverbial synsets and 533 verbal Lithuanian synsets. All of them are connected to the
Slovak and English equivalents and the nouns, adjectives and adverbs are (once) manually
proofread. Current work includes proofreading the verbs and extending existing word cov-
erage. Once the database coverage and accuracy reaches satisfactory levels, its conversion
into VisDic/DEBVisDic [5] could be considered, however the database still contains too
many errors and omissions. Nevertheless, a preliminary version has been released’ under
GNU Affero General Public License, v. 3%; Creative Commons Attribution-ShareAlike
3.0 Unported License’; and Open Database License (ODbL) v1.0'°.

4 Dabartinis lietuviy kalbos Zodynas, http://dz.1ki.1t

5 Lietuvos Respublikos terminy bankas, http://terminai.vlkk.1t/pls/tb/tb.search
6 Valstybiné lietuviy kalbos komisija, http://vlkk.1t/
"http://korpus.sk/1tskwn_lt.html

8http://www.gnu.org/licenses/

http://www.creativecommons.org/
Uhttp://opendatacommons.org/licenses/
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Corpora of Private Correspondence as a Source of
Material Focused on a Research of Diminutives'

Zdenka Hladka

Faculty of Arts, Masaryk University, Brno, Czech Republic

Abstract. Specialized corpora of private correspondence have been created at the
Masaryk University in Brno for many years. The contribution provides a brief
information concerning their characteristics, presenting them as an almost irre-
placeable source of linguistic data. The contribution is focused especially on
marked items from the sphere of vocabulary, namely on diminutives (especially
on the pragmatic ones), whose high number can be found in the material — in
accordance with its character. This study does not strive to contribute to solving
the complex issues relating to diminutives, already reflected by scholarly sources
form many viewpoints, but merely to turn attention to a relevant source, suitable
for investigations of this part of vocabulary. The contribution is based on material
gathered from the corpus of 2,000 letters included in the corpus KSKdopisy and
in detail on the material excerpted from 300 letters of young people. Types,
functions and specific features of diminutives occurring in private correspondence
are analysed, demonstrating the creativity in using them as well. The Appendix
provides a complete list of the excerpted diminutives (including the lexicalized
forms), accompanied by the data relating to frequency and by elementary data
relating to their lexicographical reflection.

1 Introduction

Alongside large, representative national corpora of written/spoken language, there
gradually emerge minor corpora, specific with regard to the nature of collected material,
methods of its processing and possibilities of using this material, such as corpora of
correspondence created during the past decade at the Masaryk University in Brno.” The

' This contribution was created within a grant project of specific research Czech Language in the
Unity of Synchronicity and Diachronicity (Ceitina v jednoté synchronie a diachronie) — 2013
(MUNI/A/0705/2012).

It is especially the corpus KSKdopisy (942,573 positions, 758,513 words) containing 2,000
traditional letters written by hand between 1990 and 2004, published in the book Cestina
v soucasné soukromé korespondenci. Dopisy, e-maily, SMS [1] and in 2006 incorporated into the
Czech National Corpus (KSK-dopisy). The same methodology was used to create the corpus
KSK111 (856,060 positions, 705,659 words) containing 2,000 letters that originated between
1902 and 2012, published in the book 111 let ceského dopisu v korpusovém zpracovdni [2]; this
corpus is to be incorporated into the Czech National Corpus as well. Each of the
above-mentioned corpora represents 2,000 idiolects, authors come from the whole territory
where Czech is used. The corpora are tagged form sociolinguistic, dialectal and partly
morphological viewpoints, corpus processing being accompanied by full-text versions of the let-
ters and photocopies or original, which appears to be a very suitable combination for many
kinds of research work. Besides the two corpora, a corpus containing 1,000 e-mails was created
and published in Brno (KSKe-maily in [1]) and in 2009, a hitherto unpublished corpus was
created Korpus odeslané a prijaté cesky psané korespondence Bediicha Smetany (focused
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aim set by authors of these corpora is to make available language data obtained from
correspondence analysis, since such data are otherwise difficult to acquire and to
promote research of this material.’

A high concentration of all kinds of marked vocabulary can be found in private
correspondence, this material therefore provides a lot of stimuli especially as far as
lexicology/lexicographic reflection is concerned (see a probe in lexicography by [4].
This contribution is focused on diminutives — diminutives belong to items that can be
found in the examined material in high concentration and rich variety. The number of
diminutives in style of correspondence is related to the fact that private correspondence
is open to elements of common language, to emotionally marked means of expression
and to innovations of all kinds. In the case of correspondence material examined
conditions of the occurrence of diminutives are augmented by the fact that it is a
correspondence of the young generation, who enjoy expressive and creative ways of
expression. Moreover, letters by girls prevail in the sample examined, a higher extent of
intimacy and emotionality is characteristic of communication strategies used by girls.

This study does not strive to contribute to solving the complex issues relating to
diminutives, already reflected by scholarly sources form many viewpoints, but merely to
turn attention to a relevant source, suitable for investigations of this part of vocabulary.

2 Material Basis

The contribution is based on the KSKdopisy corpus (see Note 2), namely on a
sub-corpus of 300 letters chosen at random, the only criterion being the age of authors
(under 30 years),4 71% of the letters were written by women; women were also the
most frequent addressees. Authors and addressees were mostly students of secondary
schools. 73% of the letters were letters to friends, 13% letters to family members, 10%
letters to partners and the rest letters by friends (4%). A relatively complete excerption
of all diminutives, including the lexicalized units, was carried out in this sub-corpus,
as well as excerpting (rather dubious) items belonging to other parts of speech.
Additional excerption from the whole corpus of 2,000 letters was focused only on
diminutives that are not included in SSC (although this limitation has no relevance to
the system, it helps to accentuate less usual or occasional items).

Diminutives within hypocoristic forms derived from personal proper names were left
aside, because this very topic was already dealt with using material from KSKdopisy
(see Note 3). Studies of this kind carried out up no now on the corpus data prove that
diminution participates on hypocoristic forms derived from personal proper names by
42%, often as a part of composed suffixes (just as an illustration, there is a KSKdopisy
based list of diminutive derivations relating to hypocoristic forms containing the suffix
-ul(a)/-ul(e): feminines: -ul-k(a): Andulka, Ditulka, Evulka, Janulka, Jariulka, Jitulka,

on the Czech correspondence of Bedfich Smetana).

? KSKdopisy provided e.g. a unique material source (ca. 1,000 lemmas representing 7,000
occurrences) for a research in word-formation of Czech hypocoristic forms derived from
personal proper names [3], [5].

* Letters from the end of KSKdopisy (between No. 1,624 and 2,000) matching the selected age
criterion were selected.
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Kdjulka, Katulka, Martulka, Mitulka, Monulka, Nadulka, Petulka, Radulka, Zdendulka,
Zdenulka, -ul-ink(a): Barulinka, Verulinka, other: Jariulilinka, Jitulicecinecicka,
Stanulinecka,; masculines: Jirulka, Pet'ulinek, Vitulka).

From the total of 300 letters, 358 various diminutive forms were excerpted,
occurring 779 times (for full specifications, see the Appendix), among them appellative
nous 319/704 (among them diminutives formed by primary suffixes 224/443), proper
nouns 3/3 (bionyms are not included, see above), adjectives 15/20, verbs 2/3, adverbs
7/18, particles functioning as greetings 12/31. By mechanic calculations there is an aver-
age of 2.6 diminutives per letter, real distribution in letters (reflecting also the relation of
lexicalized/non-lexicalized diminutives): 167 letters contained at least one
non-lexicalized, usually qualitative diminutive form. Other 19 letters contained (from
the non-lexicalized items) only particles serving as greetings, formally close to
diminutives, 49 letters contained only diminutives that were lexicalized or petrified by
their occurrence in phraseological units, 65 letters contained no diminutives at all. On
the other hand, in other letters the occurrence of diminutives was relatively high: 56
texts contained 5 and more diminutive forms, 17 of them contained even ca. 10
diminutives. As far as sociological parameter of authors’ gender is concerned, the
material proved that letters written by men contain less (especially qualitative
diminutives), women use by ca. 30% more diminutives (both genders are equal only in
love letters, in this case men even slightly prevail in using diminutives).

3 Diminutives

The basic meaning of diminutives usually is (or used to be, especially in the
structuralistic theory) a dimension beyond norms, a dimension smaller compared with
the norms. Besides a quantitative modification of the meaning or alongside it,
diminutives can express a qualitative modification, on a whole scale of pragmatic tones.
Most frequently it is an expression of a subjective evaluation, usually positive, but also
negative, the meaning of the basic word can be in the diminutive form intensified or
weakened. The most autonomous meaning is usually the quantitative one, qualitative
meanings strongly depend on the context (on the immediate context, expressed by an
attribute, as well as on the wider one), on the semantic nature of the basis, on the nature
of the speech act etc. [11].

Some diminutives got lexicalized or were primarily formed as specifying naming
units — i.e. they only have a diminutive form, but do not bear a quantitative nor
qualitative modifying feature. A classification of these forms was attempted by [13].

Diminutives are usually regarded only as a category of nouns. However, some of
their categorial means of derivation and partly also semantic functions spread to other
parts of speech as well. This usually applies to adjectives (malinky, sladoucky), adverbs
(malinko, trosicku) and verbs (papinkat, spinkat).” It is possible to assume that particles
used as greetings and containing the -k- formant (ahojky,® Cauik, cusik, nazddrek) get
close to that type also by their expressive function, for this reason they are in margine
included to the excerpted items.

3 Nesc¢imenko [8, p. 14] referring to Horecky points out that it is absolutely unusual to transpose
means of derivation across the borders of parts of speech.
® Possibilities to explain the -k- formant in greeting such as ahojky are mentioned by [6, p. 155].
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4 Diminutives in Private Letters

In private letters, diminutives of the following types were found: quantitative
diminutives,” qualitative diminutives, diminutives containing both features as well as
lexicalized diminutives. Qualitative diminutives prevailed, often those derived from
words that (because of the particular meaning) do not make quantitative modification
possible (bodik, jaricko, kulatinky, pocdskolpocasicko; blonddcek, doktirek, negrik).
Lexicalized diminutives occurred relatively often — they were included in the
excerpted material to gain a general overview and because most of them belonged to
the types retaining certain quantitative or qualitative connotations as far as diminution
is concerned (using Sticha’s classification, these are lexicalized diminutives
belonging to the types “knizka”: bdsnicka, prstynek, ukazovdcek; “slovicko”: ddrek,
domek, lavicka; partly also “lopatka”: stolek — u postele, krabicka, listek; “sycek”:
hrobarik, pdtericek). Similarly, petrified diminutive forms used in phraseological units
occurred as well.?

Correspondence texts are an attractive material for research work relating to
diminutives, because they contain a large number of qualitative diminutives. From the
formal viewpoint, diminutives containing primary suffixes prevailed in the selected
sample; extended suffixes (especially -icka and -icko) could be found especially where
for formal or other reasons they performed the function of basic suffixes (maslicka,
piticko). However, the occurrence of other types of diminutives is not negligible as well,
namely of diminutives where secondary extended suffixes expressed a higher degree of
diminution (mysicka, pokojicek) and also diminutives with strongly expressive extended
suffixes (broucinek, pejsdnek). Expressive using of diminutives in KSKdopisy is also
supported by a relatively frequent occurrence of the primary suffix -7k in relation to the
basic suffix -ek.’

"It is worth mentioning that among all diminutives, diminutives with the function of simple
diminishing were found in the least extent, despite the fact that this function is regarded as
primary for the particular category. Quantitatively used diminutives were in many cases
accompanied by an attribute repeating the feature of being small (maly buldocek, malé hroudky,
maly kaminek). Scholarly works usually treat this phenomenon as an amplification, stressing the
feature, but it is also possible to assume that there is a need to express this feature explicitly.
With regard to existence of many lexicalized diminutives of various types and degrees of
lexicalization (covering also the need to name the whole classes of small objects, within which
the differentiation by size need not be relevant) and on the background of a frequent occurrence
of diminutives in the function of a qualitative modification it seems that the primary function of
categorial means of diminution from the viewpoint of word-formation is disappearing, i.e. the
function to express quantity beyond norms, pragmatic functions coming into the foreground.
Cf. also [7], who, with regard to using the attribute maly, suggests the possibility of
grammaticalization of analytic diminution in Czech.

On diminutives in phraseological units see [12]. In the analysed sample of correspondence,
diminutives appeared also in phraseological units that usually contain the non-diminutive form
(drZet palecky, porce jak pro vrabecky).

In the analysed sample, the occurrence of the suffix -7k (in relation to the suffix -ek) is 22.6%.
Just for an illustration, in the material of hypocoristic forms of proper names excerpted from
KSKdopisy the occurrence of the suffix -ik is 31.8%.

%

©
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At the beginning of the contribution it was stated why style of private letters opens
a way to a large number of diminutives. It is also necessary to mention explicitly main
functions of private correspondence, namely contact functions. The authors usually wish
to keep positive relationships with their partners in communication, therefore they
express their emotions and try to look attractive not only as far as the contents of the
letter is concerned, but also by language creativity. Both of these factors influence also
using qualitative diminutives. Introductory and final sections of letters prove this
statement most convincingly, as they are especially rich in diminutives. Introductory
passages contain several types of diminutives — besides hypocoristic forms of proper
nouns, hypocoristic forms of the mildcek, drahousek type (they are left aside in this
study) and hypocoristic forms derived from names of family members there are
especially metaphorical diminutives, those that are more or less common is such
functions (andilek, broucek, kocicka, pusinka, slunicko, zlaticko), as well as original
items (Ahoj mé drahé sufldtko). Forming chains, at least chains with other diminutives is
common here'® (Holcicko moje, broucku; Ahoj Kyticko! Chybis mi, a tak Ti pisu ¢i snad
pisi dopisek ... Jsi moje hvezdicka na obloze. Nebo snad kyticka na mytince?; Simonko
moje, pusinko, mildcku, cumdcku, sriupdacku, kocicko). Diminutives of this type can be
found especially in love correspondence, they frequently occur in letters among female
friends. Diminutive forms can usually be found also in concluding sections of letters
(pusu na celicko, hlavné hodné zdravicka, stésticka; vsecky moc, moc, mocinky
pozdravuj; Posildam pusinku. Tviij broucinek), especially in girls’ letters they appear also
a a part of vatious rhymed sayings and clichés (Pac a pusu na cumdcek posild Ti tviij
mildcek; Usmévavy slunicko pro Tvy hodny srdicko). Also people who are asked to be
remembered are referred to in a diminutive form (Pa mé milé slunicko a pusu brdaskovi;
Pozdravuj vSechny zndmy lidicky a méj se suprovoucce).

Qualitative diminutives appear in all other parts of private letters, most frequently
being bearers of a positive feature (in accordance with general characteristics of private
letters). They usually express authors’ positive evaluative attitude towards the object
described (narozeninovd oslavicka; takovej svetiik prijde vhod), in many cases moreover
strengthened and specified by an attribute in the form of an adjective (podarend akcicka,
nové bydlenicko, dobry cajik, vtipny casopisek, mily dopisek, nejlepsi strycinek).
However, functions of diminutives need not always be in direct relationships to the
reality described, diminutives can also give indirect hints as to authors’ compassion with
the addressee (TakZe se brzo uzdrav, kdyby to slo poslu Ti vitaminky), to express the
author’s mood (je nedéle rdno ... napapinkali jsme se; Ted sedim pred nasim byteckem,
poslouchdm Lenyho, pisu Ti dopis, piju pivko) etc.

Diminutives in correspondence of young people express negative attitudes as well,
usually accompanied by irony (z st mé drahé teticky a Tvé cténé maticky; prehnané
inteligentni typ s brejlickama; Ale navecer mi doktiirek slibil, Ze mi s tou noZkou néco
provede). Also in such cases, the pragmatic features need not explicitly relate to the
topics described, a correct interpretation is possible only within a wider context'' (Zato
ted’ vSude chodim pozde, lidem — zvldst’ tém posahanym a netrpélivym diichodciim jsem
rozhodil se svym zpoZdénim jejich harmonogram; nedostdvaj diichodek v 10 dopoledne,

' Quotations are given in the original ortographic form.
"' For a contextual interpretation of diminutives, see e.g. [9].
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ale v jednu po obédé a to jesté na né musim zvonit vo sto Sest, ponévadz si dou po obidku
spocnout.).

The scale of pragmatic features of diminutives occurring in correspondence is quite
large; because of formal extent limitations at least one function, namely the one relating
to euphemisms, will be mentioned in a more detailed way. A tendency towards
euphemised ways of expression can relate to the reality described (za piil hodky valim za
svym dlouhodobdckem; opaloval jsem si prdve Spicky na sluncem zalité pldZi), to the
form of the basic word, if it is a rude one (chujovinka, kokotek, kriplicek, sulinek) or to
both (Jd bych toti7 jesté pordd chtéla toho hajzlika; s fagdnkama vyrazili na kolech do
lesa; Muj mily slepounku). In some cases, less polite expressions in a diminutive form
even express positive attitudes (Ahojte mrsky, predem mého dopisu Vds velice zdravim;
uz se moc tésim aZ se vrdtis, potviirko). On the other hand, some rude expressions in
a diminutive form express an intensified negative and derogatory attitude (opovrhuje
davem nesvéprdvnych idiotkii; co pldcd ten blbecek).

A reason to use diminutive forms in letters of young people (especially of girls) can
also be a tendency to a hyperbolic expression. There is a number of various intensifiers
in correspondence, including adjectives and adverbs with diminutive suffixes (krat’oucky,
kratilinky, kratilinkaty, malilinky, malinecicky, malinkaty, nejriizovoucky sic!, malililinko,
mocinky)."

At the end of this contribution, it is necessary to repeat and emphasize that the
extent to which diminutives occur in private correspondence is not linked only with
a higher level of emotionality in epistolary style, but also with authors’ striving to
express themselves in a creative way, toying with their language. Such striving is
manifested e.g. by forming diminutives derived from words whose meaning is not
usually linked with any diminution, not even with a qualitative one (drbik, nudicka,
proudik, Zvatlalik), variations in the usual for of the diminutive (borik, bytek, ohnik,
viizek),"” in unexpected contextual combinations (noZicka mé boli ... Tak jsem tu tlapu
rozchodil), in frequent formation of chains of diminutives (see above), in using rhymes
(teplicko — Ziticko; Adelka — prdelka), in using diminutives in “high-style” sections of the
text (Topoly se chvéji, konici se pasou, i kdy? ted se nejspis hreji ve svych vyhidtych
peliscich) etc. The following verses by a sixteen-year-old girl (linking lexicalized as well
as non-lexicalized forms) can serve both as an example of using diminutives in a
creative way and as an adequate invitation to further research work in the field of
diminutives in correspondence.

Oda pro milovanou bytost (ze by pro Jirku ?)

Ty nutj maly broucku # roztomily kloucku # ty miyj sladky tesaricku # cernoskvrnny
kovaricku # rozesmdty hrobariku # kozlicku dazule # (co to bylo minule ?) # potemnicku
moucny # zlatohldvku Golidsi # (jak mé tvoje matka sndsi ?) # mandelinko bramborovd #
(sejdeme se zitra znova ?) # chrobdcku, hnojnicku # (pujdes ven chvilicku ?) #

12 Examples were selected from the whole KSKdopisy. Cf. also other intensifying items from the
same material: désny, Sileny, uZasny;  obrovitinsky, prenddherny,  megachytry,
hypersuperabstraktni. For intensification expressed by diminutives see e.g. [10], the topic is
dealt with also by [7] etc.

" Language creativity and toying with language can also be observed in cases where the
diminutive feature is removed (krabka, travka, svétlucha).
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ponravicko moje # cos vylezla z hnoje # pdtericku snéhovy # (nikdo se nic nedovi !) #
pestrokrovecniku # (zitra na seniku !) # kvétopase jabloriovy # (jak to seno pékné voni
...) # vrbounku posvdtny # (at’ je nds den pamdtny !)

5 Conclusions

The presented probe was aimed at indicating the possibility to use corpora of private
correspondence to carry out the research of diminutives, to find out potentialities of this
rich and open category and to study contextual linkage of these particular items as well
as mapping their pragmatic functions.
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Appendix: An Overview of the Excerpted Diminutives

The materials are organized as follows: for diminutives derived from nouns, list of forms
excerpted from 300 letters for each of the suffixes is given. Frequency of occurrence, as
well as items not included in SSC are given. Differences between lexicalized and
non-lexicalized items are not followed, as well as meanings or differences in meaning
(with some exceptions), they can be traced in KSKdopisy.

The sign + is followed by a list of forms excerpted from the remaining 1,700 letters
of KSKdopisy. Only items not listed in SSC, without frequencies, are given. A list of
diminutives derived from nouns is followed by an overview of diminutives forms
derived from other parts of speech, in all cases from the 300 letters only.)

Nouns"*
containing primary suffixes

-ek

(300 letters): andilek (3), baliCek (4), batizek, blbecek (3), borecek, broucek (8),
budidek (2), citronek, Casek, Cernousek (2), umdadek, darek (7), dokturek, domek,
dopisek/dopisek (18), dichodek, fidtek, hacek, hldsek, hnojniek, hranolek, hrasek,
hrnecek (2), hiibek, chlapecek (5), chrobacek, chudacek, jahelnicek, kaminek, klidek,
kloucek, kocourek, kohoutek, konecek, kopecek, kordlek, kousek (13), koutek (2),
kramek (2), kréek, krouzek, kiizek (3), listek (7), magorek, medvidek, mésicek, mlynek,
motoracek, obidek, oblecek, obrazek (17), ofisek, palecek (2), parek, pasek, pejsek (4),
pelisek, plysacek, podticek, polstarek (3), potemnicek, potucek (2), prasek (2), proutek,
provazek (3), prstynek (4), ptacek, feminek, fizecek, schodek, sklipek, slavicek,
slepounek, smrcek, soudek, stinek (3), stolek, strejcek/strycek (2), strojek, synek (2),
Sukdcek, Sulinek, tdcek, telefonek, tloucek (2), traktrek, ukazovacek, vacek, vitaminek,
vlasek, vrbounek, vtipek, viizek, zadecek, zlatohlavek, zoubek; plt. penizky (4)

+ (1,700 letters): adresnicek, andlek, ateliérek, bloCek, blond’acek, brifek, buldocek,
bytek, cancécek, citatek, Casopisek, denicek, dlouhodobacek, faginek, fotbalek, idiotek,
idolek, jebacek, jogurtek, kaSparek, kastdnek, kildsek, klipek, klokanek, knutek,
koci¢dcek, kokotek, obchidek, ogédrek, otazniek, parniCek, paskvirek, put'acek,
romanek, rozek, smradek, soukromnicek, starousek, Setfilek, Snecek, Stupéacek, Spicek,
Sufanek, tdborek, typek, ukolnicek, vl¢acek, vodacek, vojacek, vrabelek, vyslesek,
zobacek, zradelnicek

' The list of diminutive nous is virtually complete, only some forms with an unclear meaning
were eliminated (e.g. haluzacek, Slukovecka); the same applies to items standing for various
reasons on the borderline of categories (e.g. svétluska, bortivka, ¢unik, papousek, mandelinka,
mamka, tatka, milacek). On the other hand, some other forms were added — those for which
there need not exist the basis in the form of a noun derived from adjectives or verbs
(dlouhodobacek, Sukacek) or those where the path to the diminutive form is not “pure” from
the viewpoint of word-formation (Skudlik). The classification of diminutives by suffixes is
provided just for a better orientation, from other viewpoints it is possible to put some forms into
other groups.
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-ik

(300 letters): bobiik (2), cajik, d’dblik, dzemik, fotiik, hajzlik, hrobafiik, chlapik,
koncertik, konik, kosik (4), mejlik (4), negiik, oslik, pokojik (4), pytlik (2), studentik,
svetiik, vozik

+ (1,700 letters): bodik, borik, clovrdik, dortik, drbik, hrosik, imejlik, ksichtik, lettrik,
mailik, nehtik, ohnik, proudik, smajlik, soklik, sokolik, sportik, srabik, Séfik/Sefik,
Skudlik, smoulik, testik, textik, Zvatlalik

-ka

(300 letters): bavinka (2), bolistka, botka, branka, bublinka, budka (2), cedulka (3),
carka (2), Cepicka, decka, dirka, drobmiistka, druZinka (3), elektroskrivika, hadicka,
hodinka (2), hospidka, hroudka, chaloupka, chatka (3), chujovinka, chvilka (24),
jahtdka, jiskérka, kacenka, knizka (20), konvicka, koSilka, krabicka (3), kuchyrika,
lavicka (5), lednicka, mistruistka, mrska (3), muska, myska, mytinka, novinka (6), nozka,
opicka, osibka (2), otypka, ovecka, plinka, plosinka, postylka (2), potvirka (4),
prdelka/prdylka (2), rodinka (4), rukavicka (2), rybka, fadka (2), ¥icka, schizka (5),
sitka, sklenka, skifiika, specialitka, spirdlka, strdnka (3), svétnicka, sikulka, Skolka (2),
tabletka, tkaniCka, ttnka, ulicka, vielka, vesnicka (2), vodka, zahrddka (2), zavorka,
zeleninka, zridka (2); masc.: brdska; plt.: hodinky (2), narozeninky (2)

+ (1,700 letters): adreska, blbiistka, brigddka, cérka, cigaretka, dobriitka, fontdnka,
chemijka, robotnicka, kadibudka, kdnojka, klobdska, kocovinka, kolegyrika, krasotinka,
kravka, kytdrka, lysinka, nezbytiustka, papricka, petunka, picovinka, pitominka,
plachetka, prasecinka, prehrddka, rostlinka, slaninka, svacinka, Sesulka, svadlenka,
televizka; plt. kulatinky, prdzdninky

-ko

(300 letters): brcko, brisko, dilko, ditko (3), jidélko, kiidylko, lehdrko, oc¢ko, okynko,
ousko, pirko, pismenko (3), pivko (3), pocdsko, polinko, raminko, ranko, seminko,
stehynko, svétylko (2), tricko (4), vicko, vinko; plt. jatyrka, kolinka (=pasta) (2), vratka
+ (1,700 letters): cisilko, divadélko, letadylko, platynko, sdcko, Stisko, témdtko

-atko

(300 letters): détatko, kot'dtko, prasétko (4), sufldtko, zvitatko (4)

+ (1,700 letters): curidtko, (rajcitko)

containing enlarged suffixes

-ecek

(300 letters): bytecek (5), ddrecek (5), dédeCek (3), domecek, filmecek, hrobecek,
kramecek, listecek, parecek, stolecek (2), stromecek

+ (1,700 letters): dopisecek/dopisecek, koutecek, lemurecek, obrdzecek, stdtecek, strojecek
-icek

(300 letters): bratiicek (3), cajicek, Clovicek (4), koniCek, kovaricek, kozlicek, mazliCek,
olejicek, pdtericek, pohledicek, pokojicek (6), prsticek, tesaricek

.....

Smoulicek, iikolicek



90 Zdenka Hladka

-icka

(300 letters): babicka (29), basnicka (8), brigddicka, broskvicka, dusika, hlavicka (4),
hol¢i¢ka (3), hvézdicka (3), chvilicka (3), kartiCka (2), kocCicka, kulicka, kulnicka,
kyticka (5), lahvicka, maslicka (2), maticka, mysSicka, nozicka (4), perlicka, pisnicka (8),
pohodicka (4), ponravicka, rakvicka, rucicka, rybicka (3), sestficka (5), srandicka,
svicicka, satnicka, Skolicka, tasticka (2), teticka, vanicka, vétvicka, Zidlicka (2); plt.:
brejlicky, déticky, lidicky (5), muslicky (= pasta)

+ (1,700 letters): akcicka, bundicka, cukrdrnicka, cokolddicka, dilnicka, flémicka,
kachlicka, kresbicka, masticka, noticka, nudicka, nymficka, oslavicka, particka, pasticka,
pikslicka, skladbicka, stopicka, travicka, veticka, vyZlicka, zdbavicka, zemicka, zprdvicka,
Zdrovicka, Ziraficka

-ecka

(300 letters): fotecka (2)

+ (1,700 letters): cérecka/dcerecka, kamarddecka, kniZecka, otdzecka, sloZecka, sponecka,
trnecka, zminecka, zndmecka

-icko/(-i¢ko)

(300 letters): albicko, auticko (2), celicko (2), jablicko (2), ndmésticko, nebicko, piticko,
prdanicko, senicko, slunicko (22), srdicko (3), Siticko, télicko, tdolicko, vajicko,
zdravicko, zlaticko (2); plt.: prsicka, zddicka

+ (1,700 letters): bydlenicko, jaricko, ocicko, papdnicko, pismicko, pocasicko,
pozdravenicko, stésticko, teplicko, ucenicko, vystoupenicko, Ziticko

-ecko/-écko

(300 Iletters): kolecko (3), mestecko (2), pivecko

+ (1,700 letters): kupécko, srdécko

-anek

(300 letters): copanek (2), pejsdnek

+ (1,700 letters): chuddnek

-inek

(300 letters): broucinek, tatinek (8)

+ (1,700 letters): strycinek

-enka

(300 letters): divenka

+ (1,700 letters): kocenka

-inka

(300 letters): maminka (21), prcinka (2), pusinka (10)

+ (1,700 letters): dusinka, hlavinka, chvilinka, matinka, neterinka, tetinka

combination of suffixes meddnecek
Proper nouns: Bristiilek, Budvdrek, Nirvdnka
Other parts of speech (only from 300 letters):

Adjectives
-icky kazdicky, kraticky, malicky
-oucky krat'oucky, nejriizovoucky, sladoucky, zlutoucky
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-inky malinky (5), samotinky
-ounky hezounky, sladounky
Containing other composed suffixes and reduplication: malinkaty, malilinkaty,
nemocinkaty, nemocinkany (2)

Verbs
(na)papinkat, spinkat (2)

Adverbs (only in alphabetical order; including the cases where the diminutive feature is
merely transposed from the funding adjective)
drobdtko, malinko (2), mocinky, suprovoucce, trosicku (5), trosinku (2), trosku (6)

Particles/interjections (only in aphabetical order)
ahojky (9), culisek, cauik, cauka, cauky (10), cCauverek, cusik busik, nazddrek (2),
nazdarky, papdcek, sbohemky, zddrek (2)
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Abstract. This paper focuses on the automatic identification of idioms within the
transcript of spoken discourse which are included in the spoken corpora CNK
(PMK, ORAL2006 and ORAL2008). In PMK, the idioms were manually
searched for and identified, so it is possible to compare the efficiency of automatic
and manual identification and describe the advantages and disadvantages of both
approaches.

1 Source Corpora of Spoken Language

When searching idioms we use data from three spoken corpora, which are part of CNK:
Prague spoken corpus, ORAL2006 and ORAL2008.

Prague spoken corpus (the PMK) is the oldest part of corpus of spoken language
within the Czech National Corpus. Recordings were taken in 1988-1996. Only the
transcripts of recordings are available for the search. PMK was counterbalanced by four
sociolinguistic variables, each of which can take two values. Three of them are related to
the speaker: gender (male — female), age” (younger than 35 — older than 35), education
(higher — lower), and the fourth to the type of speech (formal and informal). By formal
we understand such situations in which the recording person was asking questions and
the speaker replied to them in longer answers. As far as informal situations are
concerned the topic here was not influenced by anything and it was a free conversation
between the speakers. The transcription was aiming to capture the spoken language as
accurately and clearly as possible and the concept is close to the folkloristic tran-
scription. The transcribed text was also manually tagged and lemmatized. As a part of
this lemmatisation is also marking of idioms which like other collocations are assigned
with a multi-word lemma. The PMK is therefore a good reference corpus for assessing
the success of an automatic idioms search.

The ORAL2006 corpus consists of transcriptions of recordings that were made in
the years 2002-2006 in Bohemia (i.e. not in Moravia and Silesia). All were taken only
in informal situations: They present conversations of speakers who knew each other and
who had a friendly relationship (often they are family members, friends or acquaint-
ances) and the recordings were taken in their natural environment. This corpus follows
the manner of transcription and classification of the speakers of the PMK. Due to the
extension of the collection to all Czech regions a new category was added: dialectal area
in which the speaker spent his or her childhood, because at this time idiolects are being
formed. The corpus is not balanced and only the transcript is available for the search.

" This article was created during the implementation of the project Czech National Corpus
(LM2011023) funded by the Ministry of Education, Youth and Sports as a part of Major
Infrastructure Projects for VaVal.

*> The recording focused on the language of adults, so only people older than approximately
twenty were recorded.
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The ORAL2008 corpus follows the ORAL2006 in the manner of collection and
transcription. It contains transcriptions of recordings from the years 2002-2007 and is
counterbalanced by the characteristics of speakers: gender, age, education, dialect region
of residence in childhood. Because these two corpora were greatly similar, we combined
their data for the purpose of looking up the idioms and created a corpus to which we
will further refer to as ORAL. The ORAL corpus does not contain all the data
included in the reference corpora ORAL2006 and ORAL2008 and it is smaller (it
consists of 1,691,474 word forms).

The ORAL and the PMK corpora are therefore different in the time of the
recordings, in the inclusion of a formal type of speech in PMK and some little details in
the manner of transcription. We believe that these differences do not preclude
comparing the success rate in the idiom search.

2 Transcription of Spoken Language

The choice of spoken language transcription for the corpora is not easy. On the one
hand, there is an effort to capture spoken language as accurately as possible; on the other
hand, it is necessary to take into account the future users and allow them an easy way to
search and orient themselves in the found transcript. The amount of data that must be
processed manually must be also taken into consideration, as that can often lead to
inconsistencies and errors. The easiest the way of transcription, the faster processing it
enables. And last but not least, the way of transcribing is also affected by further
processing such as morphological annotation of the corpus.

For the transcription in the PMK a relatively simple transcription was chosen. It
retains elements of written language such as syntactic punctuation’ and word
boundaries. However, prosodic features, overlays (segments in which several speakers
are talking at the same time) or special metalinguistic information about the situation
are not recorded.

Other phenomena of spoken language are captured in the transcription of spoken
corpora.

These are, for example, word repetitions (Ze by to bylo spi¥ na na $kodu)*, unfi-
nished words (aby mo*, mohla byt slusné Zivd); indicating incomprehensible sections
using dashes; and marking unfinished replicas (a nasi prdave ... a hele co von mél teda za
Skolu?), reduced forms of common words (prototype prtoZe, prze, pdc), frequent use of
demonstrative pronouns (ten to, to, to se lilo do téch forem), so-called “padding words”
(vono vlastné to prostredr), hesitation filler words ( prosté presné tak jako. to sou eee, jak
sou pojistky a tak), responsive sounds (hm, uf jsem tamto vyuzila), idiolectal
expressions, neologisms and garbled words (a hrabé se tam zaSi*zasek), changes in
sentence perspective (tam ten Stdria ten co bylo, ten ta skiiitka jako, no ten na to jidlo
jo), and correcting and restarting the speech (ten plamen, tak ten ta teplota se rozndsi i,
protoZe litina je).

* The transcription of the spoken language is commonly used pause punctuation, which is more
suitable for its capture.
* Presented examples are from PMK or ORAL corpora.
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These facts can break the connection within idioms and make their automatic search
impossible (for example, the idiom is finished by the other speaker and therefore it
appears in a different segment, separated by punctuation; for more information see 4.1).

3 Search Procedure FRANTA

FRANTA (Idiom ANnotation and Text Analysis) is an automatic search program that
looks up collocations (idioms and collocations based on the Dictionary of Czech
Phraseology and Idiomatics) in corpus data. It works with an unambiguously
morphologically tagged text. The program for discontinuous idioms search allows you to
specify morphological information or lemma of each word and a possible change in
word order.

It can also be specified whether these are contiguous or non-contiguous
combinations of words, i.e. positions within the idiom where any other words can be
found are marked. Phrases that are automatically found are then identified and can be
searched by using the corpus manager.

4 Comparison of Manual and Automatic Annotation Search
on the PMK data

In manually marked collocations in the PMK, the idioms are marked with the so-called
collocation lemma (hereafter CL); with the idioms marked by the FRANTA program,
this lemma is presented as an attribute called kolok. In the automatic identification of
idioms, all the components as word forms are assigned their lemma; when marking
manually, only the collocation lemma attribute is specified.

4.1 Processing of Spoken Corpus

4.1.1 The Issue of Morphological Identification of Words

The use of syntactic punctuation in the transcriptions in the PMK and ORAL corpora
helps to identify idioms automatically but it is complicated by the absence of capital
letters at the beginnings of sentences. A further challenge is to capture also reduced
variations of words, as especially the ORAL corpus tries to cover as many variations as
possible. Some frequent words are characterized by a number of variants (e.g. the word
“néjaky” can be pronounced and written as néaky, ndky, ridky, ridkej, ridké, néjakej).

All the variations of words cannot be included into the dictionary of automatic
morphological analysis; therefore an auxiliary automatic procedure has been created, in
which the unknown forms and unusually written words are converted into literary
variations (the forms remain, only the literary lemmas are added to unknown forms).
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4.1.2 Morphological Tagging

In the automatic morphological disambiguation and automatic identification of constant
collocations correctness of morphological tagging of word forms is crucial. The
automatic search and marking of idioms and of constant collocations are based on
morphological lemma and tag — associated with a specific use of the word in speech or
text. The procedure for searching of constant collocations is however also a part of
morphological disambiguation. The result of comparing manual and automatic marking
of idioms is that any mistakes in automatically disambiguated idioms have been
corrected and added to the automatic disambiguation.

4.1.3 Identification of Idioms and Constant Collocations

Discontinuity of spontaneous spoken language also makes the identification of idioms
more difficult. Speakers often meander in their speech, interrupt their speech by various
collocations, such as abych tak rekl, jd si myslim, jak se rikd, and hesitation filler words
or responsive sounds, such as hm, ehm, Ze jo, ty vole; repetition of words or truncated
words also often occur. Individual parts of an idiom can even be part of different
sentences. Search of some idioms (verbal and nonverbal) is done only in one clause (the
border is punctuation); other (clause expressions, proverbs, similes) are only searched
within sentences.

4.2 Differences in Manual and Automatic Tagging of Idioms

4.2.1 The Quantitative Difference (Range of Manual Annotation)

Both annotations differ in range of marking idioms, multi-word names and phrases. In
a manual annotation, also occurrence of such things as people’s names (Hruskan
Hruskovi¢ Hruskanovic®), municipalities (Horni Mokropsy), states (Ceskd republika),
multi-word numerals (dva tisice pét set), names of institutions (Akademie véd), movies
(Diky za kaZdé nové rdno), books (Encyklopedie védy a techniky), songs (Boleslav,
Boleslav, prekrdsné mésto), etc. were marked.

Unusual variations of proverbs, similes and quotations are also identified only in the
manual annotation: hlavné zdravi a ostatni si koupime; Zena nosi zdstéru proto, aby
zakryvala hanbu svého muZe; hvézdnd obloha nad ndmi a kategoricky imperativ v nds;
Jjako kdyZ slon Zebrd o cukr.

In the manual annotation also variations of known proverbs that you cannot search
automatically can be found:

transcription: ale tak je to jenom ta vyjimka co potvrzuje pravidlo
CL: to je vyjimka co potvrzuje pravidlo

transcription: no ale, kdyZ chce nékdo psa bit, vid,, jak se Fik4, tak se dycky ta hil na
to najde, vid’
CL: kdo chce psa bit hil si vzdy najde
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Constant prepositional phrases (composed prepositions), such as ve prospéch
(néceho), ve skrytu, ve smeru, ve smyslu, ve snaze, ve spojeni s, ve spojitosti s, ve spolu-
prdci s, are also marked manually in the PMK. One of the options in the search pro-
cedure FRANTA also allows an automatic search and marking of these collocations.
However, this was not applied for the identification of idioms.

Noncontiguous multiword conjunctions (multipart conjunctions), such as zda-nebo,
bud-nebo, jak-tak, chvili-chvili, tak-jako, tak-jak, spis-nez, kdyZ-tak, are in the manual
annotation searched for and marked:

bud’ sem nekde délal, nebo sem ucil
Ze se lisili jak védomostma, tak viasné i jedndnim
Ze kdyZ je mladd, tak chce mit deti

To automatically determine where these sentence structures occur is not possible.

Nonverbal idioms are in manual marking usually marked with CL “To je...” (“This
is ...”). The manually tagged part of the PMK identifies a total number of 397 different
phrases of this type. Phrases such as fo je vyjimka, to je volovina, to je vina, to je véc, or
fo je tragedie are identified this way, although their phraseological meaning can be
discussed.

In the automatically annotated corpus only 65 different phrases of this type are
marked; most of the others are marked just as nonverbal idioms, or as part of a verbal
idiom with the verb byt ‘to be’: .. (fo je k nevydrZeni — nebyt k vydrZeni). Not only
because of these an option should be considered whether there should be something like
a common phraseology lemma which would involve the use of an idiom in different
types (nonverbal, verbal, sentence).

The following collocations which have no phraseological meaning are also manually
annotated: 1o je kitri, to je videét, to znamend, to zdvisi, u mé, u nich, u néj, u nds, u vds,
videt do, za mé, za nds.

From the above it is clear that there is no sense in a quantitative comparison of
idioms found automatically, using the program FRANTA, and manually.

In the cases where manual and automatic annotations are used on clearly identified
idioms and where the same lemma is applied, the automatic annotation is usually more
successful. Unlike the manual annotation, it searches for and marks all occurrences of an
idiom. Here are some examples of the largest differences in the number of annotated
occurrences (automatic — manual): néco takového (141A-67M), od té doby (36A-4M),
to je vsechno (61A-4M), nebo tak néjak (31A-2M), vykaslat se na to (13A-6M), nedd se
fict, Ze (46A-1M). Some idioms were not manually annotated at all but were searched
for only automatically, for example: jddro pudla, svatd trpélivost, Ze té to bavi, hlubokd
pricina, hluboky spdnek, hluboky zdjem, hned se roznést, hiisnd myslenka, hndt se za
penezi, hodné uZ pamatovat, holy Zivot, horkd linka, horkou jehlou, z blbosti, Zivd vdha,
mrazeni v zddech, Spinavé penize — prani Spinavych penéz, sametovd revoluce.
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On the other hand, some idiom occurrences are intentionally identified manually, as
they may have their own specific meaning, and so/thus it is necessary to examine the
wider context, intonation of speech or background of the situation to determine which
use it is. These include phrases such as the following: to je absurdni, to je iizasné, to je
bedna, to je bdjecné, to je hlavni, ve velkém, v prvni fade, nad hrobem.

a na Dlouhym je to videt,... prosté opravdu, Ze je to bedna
no, to je bedna, no, no, zvukovd néjakd.

4.2.2 The Qualitative Difference in Tagging. Double Word Entries
in the Transcription of Spoken Language

For some words (especially proverbial compound words and foreign words) there are
doublets also in the written language. This group is further enlarged by misspellings,
garbled words or mistakes in the transcription. These different ways of transcription
make automatic identification of idioms more difficult. It is difficult to discover these
inconsistencies even when the transcriptions are being checked, especially when multiple
annotators are involved.

These include the following types: popravdé feceno — po pravdé feceno, diivody jsou
nasnadé — diivody jsou na snade, jakpak by ne — jak pak by ne, notabene — nota bene,
a priori — apriori, a tak ddle — atakddle, brdt to ze Siroka — vzit to zeSiroka, vyzkouset si
nanecisto — vyzkouset si na necisto. One example of such inconsistencies in manual
annotation is the transcription fo je hais, when a lemma is to je hajs.

When comparing the extent of both types of annotation, differences arise mainly in
such cases when the program FRANTA or the manual annotation marks only a part of
the idioms used. As a result, the same occurrence is assigned with a different collocation
lemma. The advantage of automatic marking is that lemmas are more general and that
marking is then more systematic and uniform. In the case of manual annotation, the
degree of generalizations for a specific occurrence depends on the annotator’s choice.
Sometimes these may even differ from the actual transcriptions or the original
expression of the speaker, and even annotations by the same annotator may not be
consistent. On the other hand, annotators are also able to assign CL to updated or faulty
variants of idioms.

transcription: bic kerej si na sebe usili
CL: bic ktery si na sebe upletl

transcription: ddlnice a tim to zhasne jako
CL: a tim to hasne

transcription: udeld kravinku
CL: udélat kravinu

transcription: je to takovy trosku na pldc
CL: 10 je k pldci
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transcription: a zbori se svet
CL: svet se nezbort

transcription: si stanovi clovék za cil
CL: stanovit si cil
colloc: stanovit si za cil

transcription: jd sem spal spdnkem spravedlivym
CL: spdt spdnkem spravedlivych

In some cases it may be variations which are becoming more frequent (e.g. a tim to
zhasne, appears in the ORAL corpus), in other cases the speaker cannot recall the
correct expression (e.g. bic' kerej si na sebe usili).”

Other examples of where the lemmas of both annotations are significantly different
(first is the CL, after the dash is kolok.):

povesti kolujou — koluji povésti, tak si trhni nohou — trhnout si nohou, ani mé to
nehne — to mé ani nehne, to je houby platné/byt houby platny — byt houby platny, chlebem
Ziv jest clovek — chlebem Ziv je clovek, nic si z toho nedélej/nic si z toho nedéld — nic si
z toho nedélat, odtrieny vod Zivota — odtrZeny od Zivota, zdd se mu Ze se znova narodil —
znova se narodit

Another difference in the form of an idiom lemma is that the substitute pronoun fo
(it) is part of the lemma in manual tagging, whereas in automatic tagging it is either not
part of the lemma at all, or it is replaced by a general substituting word such as néco,
nékdo, néjaky (something, someone, some), etc.

CL: poustet to druhym uchem ven
kolok: poustet druhym uchem ven

CL: zaZit to na své kiiZi
kolok: zaZit na své kiizi

5 Conclusion

The following table shows the number of occurrences of idioms in each corpus
Percentage-wise, there are more idioms in the PMK corpus than there are in ORAL.
PMK contains older records than the ORAL corpus, which contains also records of
informal situation. Further work is needed to explain the difference.

’ [See: 7]
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Corpus ORAL PMK

Number of positions 2,479,837 846,562
Number of idioms 30,795 16,357
Percent of occurence of idioms 3.00 4.77

This article discusses the first use of the automatic identification of idioms in spoken
corpora using the FRANTA program. So far, this program has been used only with the
written corpora.® Thanks to the manual idiom marking in the PMK corpus, it was
possible to compare the advantages and disadvantages of automatic identification. New
incentives to improve the disambiguating procedures came from this comparison and
new idioms were found to be included in the program FRANTA. This comparison also
brings about several questions related to idiomatic searches: What should a lemma look
like for alternative idioms or for idioms which may take the form of a nonverbal idiom
and also a sentence idiom? Are these lemmas to be divided as they are now or should
the users be able to find all occurrences using some kind of “hyperlemma” and then
decide what is of interest for them? We hope that this article will encourage more
discussion on the form of phraseology processing within the corpora.
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The Corpus CzeSL in the Service of Teaching Czech
for Foreigners — Errors in the Use of the Pronoun ktery
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Abstract. The paper introduces the Czech learner corpus CzeSL as a source of
relevant linguistic information about the errors of non-native speakers of Czech. It
focuses on errors in the use of the relative pronoun ktery (who/which/that) and
compares the scale of attested mistakes with the description of relative clauses in
textbooks and grammars of Czech. It reaches the conclusion that an analysis of
corpus data may considerably contribute to the description of Czech as a foreign
language.

1 Introduction

Learner corpus is a representative set of texts of non-native speakers that illustrates the
complex process of language acquisition. It is also a source of information about errors
made by learners at different language levels and thus can be used for theoretical
purposes, teaching and creating textbooks and handbooks of the target language.

This paper focuses on errors in the use of the Czech relative pronoun ktery
(who/which/that) made by non-native speakers. The paper is organized as follows.
Section 2 introduces the Czech learner corpus CzeSL. In section 3 the most frequent
types of errors are distinguished on the basis of the corpus data. Sections 4 and 5
concentrate on how the pronoun ktery and relative clauses are explained in textbooks
and grammars of Czech as a foreign language and whether their presentation is sufficient
and adequate with respect to errors found in the CzeSL. Section 6 summarizes in what
way the learner corpus may contribute to the description of Czech as a foreign language
and indicates how it may help to improve the explanation of grammar and to create
language textbooks.

2 CzeSL - Corpus of Non-native Czech Speakers

CzeSL is a non-reference corpus of non-native Czech speakers, the first version of which
was published in 2012 in the size of 2 million of words.' This version of the corpus
includes written texts, mostly students’ essays produced in lessons and, to a lesser extent,
texts of theses. The corpus contains texts of all language levels and of different first
languages — Slavic, non-Slavic and non-Indo-European. Although in this respect the
corpus is not absolutely balanced, it is still a source of representative linguistic data
valuable for the study of Czech as a foreign language and consequently also for teaching
purposes: “(...) generally, the sense of creating an emended and linguistically annotated

' Besides the pilot Slovene corpus PiKUST, CzeSL is the only existing corpus of a Slavic
language. The size of CzeSL is comprable to that of German or French learner corpora. For the
parameters of the corpus CzeSL see [22].
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corpus is, inter alia, to allow the teachers of Czech as a foreigner language to find out
quickly and effectively what types of mistakes and to what extent are made by learners of
Czech whose mother tongue is not Czech, (...)” [18, p. 61]%

3 Errors in the Use of the Pronoun kfery

The data from CzeSL based on the observation of the use of all forms of the relative
pronoun ktery’ indicate the following types of errors*:

ktery used instead of the possessive relative pronouns jehoZ, jejiz, jejichZ (of which);
ktery used instead of the relative pronoun jenz (who/which/that)’;

ktery used instead of the relative pronouns kdo (who), co (what);

ktery not immediately following the modified noun phrase;

the form of ktery determined by the case of the modified noun and not by the
valency of the verb in the relative clause;

ktery used instead of a more appropriate relative adverb;

7. other errors.

M N

a

The next subsections deal with the mentioned types of errors in more detail.

3.1 Za ucelem kterého® — ktery Instead of a Possessive Relative

The most frequent error (52 tokens), which is a consequence of negative transfer from
other Slavic languages, is that the genitive form of the pronoun ktery is used instead of
possessive relatives jeho?, jejiz, jejichZ, as demonstrated by the examples (1) and (2)’.

1. tak ten Clovék vubec ne bude chapat jiného Cloveka, v jazyce kterého [v jehoz
jazyce] ta barva je
2. Zze tajemnost dozoru/sledovani nesmi byt delsi, neZ je za potieby k ochrané zajmd,

v sv

za uicelem kterych [za jejichZ iicelem] tito opatieni byld zavedena

% ,(...) smyslem tvroby emendovaného a lingvisticky anotovaného korpusu obecné je mj. umoZnit
uditelim Cestiny jako ciziho jazyka rychle a efektivné zjistovat, jakych typl chyb a v jaké mife se
dopoustéji studenti Cestiny, pro néZ ¢estina neni matefskym jazykem. (...)“

3 For the forms ktery, kterého, kterému, kterém, kterou, kterych, kterym, kterymi all tokens in the
corpus were checked, for the forms kter?, které, kterd random samples of 500 tokens, in sum 4
155 occurrences of the lemma ktery.

* Errors in the form of the pronoun ktery, i.e. errors in case, gender, number and animacy or in
other respects incorrect forms were ignored.

5 JenZ is claimed to be a bookish equivalent of ktery. However, this is not true of all its forms.
Furthermore, as will be shown in subsection 3.2, the two pronouns cannot be interchanged in all
cases.

® For the purpose of which

’ Appropriate forms are given in square brackets.
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The use of the genitive form of the pronoun ktery instead of the possessive relative is
substandard in Czech and in written texts it occurs only marginally, as evidenced by the
data from the Czech synchronic corpus SYN2010. The use of the pronoun kfery is there
limited only to four collocations given in (3). However, even in these cases the possessive
relative is more frequent.®

3. na zdkladé kterého (42) / na jehoZz zaklade¢ (161)
v rdmci kterého (49) / v jehoZ ramci (173)
v dusledku kterého (3) / v jehoz dusledku (31)
v priibéhu kterého (1) / v jehoZ priibéhu (45)°

3.2 Vétsina z kterych" - ktery Instead of the Pronoun jenZ?

Another relatively numerous group of errors (13 tokens) includes collocations like vetsina
(z) kterych (majority of which), kazdy z kterych (each of which), spousta z kterych (plenty
of which), mnohé z kterych (many of which), jeden z kterych (one of which), hlavni
z kterych (the most essential of which) in which the relative pronoun ktery is used instead
of the pronoun jenz, as demonstrated by the examples (4)—(9).

4. Ceskd republika lakd turisty z celého svéta svymi vynikajicimi historickymi
pamatkami, vétSina kterych [z michZ vétSina] se nichazi ve hlavnim mésté —
v Praze

5. A neni to lehké z dvou divodu, jeden z kterych [z nichZ jeden] je jazyk jako
takovy

6. a proto palime velky slamény straSak (jako symbol) Maslenica se sklddd ze sedmi
dnu, kazdy z kterych [z nichZ kazdy] m4 svij nazev

7. Pfi detailngj§im zkoumdni urcité najdeme i vic shodnych prvki, hlavnimi z kte-
rych [z nichZ hlavnimi] jsou ale zase opakujici se motivy — laska, smrt, Praha.

8. Pozoruje, k jakym chybam dochazi pfi béZzné mluvé tehdejsi spolecnosti, spousta
z kterych [z nichzZ spousta] pretrvava do dneska.

9. Ma obrovské plany, mnohé z kterych [z nichZ mnohé] jiZ jsou uskute¢nény.

On the contrary, in the corpus SYN2010 no examples of such use of the pronoun
ktery were found and only the genitive form of the pronoun jenZ was attested in these
cases.

3.3 Nékdo, ktery" — ktery Instead of the Pronouns kdo, co

In five examples ktery was used instead of the pronouns kdo (who), co (what), eventually
JjenZ (who/which/that). The respective collocations nékdo, ktery (someone that); kazdy,

¥ The number of tokens attested in the corpus SYN2010 is given in parentheses.

? “on the basis of which; in the frame of which, in the consequence of which, in the process of
which”

' Majority of which

" Someone that
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ktery (everybody that); néco, které (something that), vsechno, které (everything that) are
demonstrated in the examples (10)—(13).
10. a dostat néco od né€koho, o kterém [0 némz / o kom] vime , Ze on myslel tehdy na
nas
11. Muazu doporucit kazdému, ktery [kdo] ma mozZnost dostat takovy pobyt , aby tuto
Sanci vyuZzil
12. pokazdé jdu pésky po Nové Mésté, najdu néco kterého [co] jsem nikdy
nepoznamenala
13. Lez je vSechno, které [co] méni fakta a manipulace — vSechno, které méni védomi

3.4 Violation of Postposition

In nine instances the relative clause did not immediately follow the modified noun, as
illustrated by the examples (14) and (15).
14. Ma ovalny oblicej, o¢i ma Sedozelené, které lemuji delsi Cerné fasy
15. Socha Jana Nepomuckého se dostd do stiedu zajemu, kterou si v praze hladi pro
Stésti.

3.5 Wrong Case of the Pronoun kfery

In nine structures the relative kfery had wrong case, in agreement with the form of the
modified noun, not according to the valency of the verb in the relative clause, as shown in
examples (16) and (17).

16. jet do n&jakého hradu kterého [ktery] ma legendu nebo pohddku
17. Dost ¢asto muzeme vidét oficidlniho obleCenyho muZe s batohem nebo holku,
kterou [ktera] si oblékla Saty a obula tenisky.

3.6 Ktery Instead of a Relative Adverb

In nine instances the pronoun ktery was used instead of more appropriate time or place
relative adverbs kde (where), kdy (when). It concerned collocations of general time and
place expressions with a relative, such as cas (time) / doba (period) / den (day) / vikend
(week-end), ve které(m) (in which),; misto, ve kterém (place in which). Although the use
of the pronoun ktery in these cases is mostly not excluded,'? the use of relative adverbs
kdy a kde is more common, as supported by the data from SYN2010. Examples from the
corpus CzeSL are given in (18)—(20).

18. Byl to cas, ve kterém (kdy) se ukdzalo ostiejsi, kdo obstoji a kdo ne.
19. Co budes délat 12. kvétna, v kterém (kdy) zacind Mezinarodni hudebni festival
Prazské jaro.

"> However, in the example (19) with the ellipsis of the modified noun the use of the pronoun ktery
is not possible.
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20. vzdicky dostane dobrou radu a je misto, ve kterém (kde) na ného cekaji a mysli

3.7 Other Errors

Sporadically, the pronouns ktery and jaky' were confused, as illustrated by the example
@20n.

21. Pfiroda tam nadhernd, nejhez<i kterou [jakou] ja jsem videla ve své Zivoté

Marginally, the pronoun ktery was used substantively, i.e. without a noun it would
depend on, as illustrated by the example (22).

22. KdyZ jsem nasla kterou se mi libi, nejdfiv pfectu, a potom hleddm slovnik.

3.8 Summary

The data from the corpus CzeSL demonstrate that the majority of attested errors follows
from using the pronoun kfery instead of possessive relatives on one hand and the pronoun
JjenZ on the other hand. On the contrary, violation of postposition of the relative clause
after the modified noun phrase, choosing wrong form of the relative or using the relative
ktery instead of the pronouns kdo and co are by far less frequent.

4 The Pronoun ktery in Textbooks of Czech for Foreigners

The errors analyzed in section 3 occur in syntactic structures whose active knowledge is
expected only at higher language levels. In the reference description of the level B2 for
Czech [1] there is mentioned an active knowledge of relative clauses with the pronouns
kdo, co, jaky, ktery, ¢i (who, what, which/that, whose). A user of Czech at this level
should understand structures with the relative pronoun jenZ, with the possessive relatives
JjehoZ, jejiz, jejich? and with the colloquial noninflected relative co. However, active use of
these structures is not expected and it is required only at higher language levels.

Indeed, while explaining relative clauses to pre-intermediate and intermediate students
of Czech at levels B1-B2, it is not feasible to provide exhaustive information about the
use of the pronoun kfery. Hence, most of the textbooks limit themselves to an overview of
the declension of this pronoun.' Surprisingly, even the textbook Cestina pro pokrocilé
(Czech for advanced students) [5] provides only the paradigms of relative pronouns ktery
and jenZ.

The textbook Cesky krok za krokem—B1 (Czech Step by step — B1) points out that in
common Czech the noninflected pronouns co (what) and jak (how) are used instead of
the standard Czech pronoun kfery. It also notes the difference between the use of relative
pronouns kdo (who) and ktery (that), as illustrated by the example (23).

23. Je tady nékdo, kdo nepije kiavu? — To je ten ¢lovék, ktery nepije kavu? [12, p. 163]

1> The pronoun jaky is used to speak about quality.
' For instance, [21], [2], [15], [17].
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24. “Is there anybody who does not drink coffee? — Is this the person that does not
drink coffee?”

The textbook Cestina pro stiedné a vice pokrocilé (Czech for intermediate and more
advanced students) explicitly mentions that “the possessive relative pronoun cannot be
replaced by the relative pronoun kzery”" [4, p. 193] and also notes the difference in the
use of pronouns kdo/co and ktery with non-specific and specific reading, as shown in the
example (24).

25. Ten, kdo se obcas napije, neni jesté alkoholik. — Ten student, ktery to udélal,
nemohl byt pfi smyslech. [4, p. 193]

“Who drinks a glass from time to time is not an alcoholic. — The student that did it
could not be conscious.”

However, the analyzed textbooks'® neither point out the postposition of the relative
clause after the modified noun nor focus on the use of relative adverbs.

5 The Pronoun kfery in Grammars of Czech (for Foreigners)

Neither Czech grammars provide an exhaustive description of structures with relative
pronouns. Apart from the respective paradigms they note only the existence of colloquial
noninflected relatives co (what) and jak (how)."” Prirucni mluvnice cestiny (Handy
grammar of Czech) and Mluvnice cestiny 3 (Grammar of Czech 3) draw attention to the
correct use of the possessive relatives jehoZ, jejiz, jejichz. Mluvnice Cestiny 3 also advices
in detail how relatives are to be used in collocation with different pronouns (personal
pronouns, nékdo (someone), néco (something), vsechno (everything), vsichni (everybody),
kaZdy (each) etc.). Prirucni mluvnice Cestiny limits itself to the remark that “relative
attributive clauses related to substantive pronouns nékdo and néco are introduced by the
relatives kdo and co*® [16, p. 494].

A comprehensive account of relative expressions is given in the grammar of Czech for
foreigners Cestina — jazyk cizi (Czech — foreign language) [19]. This handbook points out
the correct use of possessive relatives. It also focuses on the use of the relative pronoun
kdo (who) with the pronouns ten (that), kazdy (each) a vsichni (everybody) and the use of
the relative co (what) with pronouns fo (it) a vsechno (everything).

However, none of the grammars mentions the structure veétsina z nichZ (the majority
of which) dealt with in subsection 3.2. Although this collocation is unproblematic for
native speakers, the data from CzeSL indicate that it is an error made frequently by
non-native speakers of Czech.

15 privlastiiovaci vztaZné zdjmeno nemiiZe byt nahrazeno vztaZnym zdjmenem ktery*

'® See References.

' Cf. [11], [10], [16], [7], [6].

8 vztainé priviastkové véty vztahujici se k substantivnim zdjmentim typu nékdo a néco jsou
uvozeny relativy kdo a co.”
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6 Language Errors and Teaching of Czech

While teaching methods in the past considered errors as a defective and undesirable
phenomenon, '’ today’s most widespread communicative method benefits from them: “An
adequate analysis of an error (its typology and specific information value) becomes a
valuable feedback both for the teacher and the non-native speaker and an outstanding
source of relevant information. An error is not any more thought of negatively, on the
contrary it is considered as a natural phenomenon, as an inevitable and integral part of
a complex process of acquiring a foreign language code.”” [14, p. 101]

By virtue of the existence of learner corpora the awareness of types and frequency of
language errors is no more limited to personal experience of a teacher and it may be
objectively checked in a balanced set of texts. The corpus makes possible to carry out
practical researches focused on particular phenomena in a broader language context (cf.
[23]). It thus offers great possibilities not only for teaching foreign languages, but
especially for creating textbooks and handbooks for non-native speakers.

The explanation of grammar should be precise and correspond by its extent to the
language level of students. The corpus allows taking into account problematic aspects of a
particular language phenomenon with regard to the level and the first language of
non-native speakers: “Just mapping the phenomena difficult for particular groups of
learners would already be useful for Czech. Since in the process of material presentation
it is very difficult to abstract from the description of the grammar system from the point
of view of a native speaker, the learner corpus should be the basis that could help to
radically change this situation.””' [23, p. 134]

Learner corpus is a rich source of data that may help to recognize the errors occurring
in the process of language acquisition. In the virtue of the metadata® contained within the
corpus it will allow a number of studies aimed at particular language phenomena and
different groups of non-native speakers.
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Abstract. This paper is concerned with annotation of participles in the manually
annotated subcorpus r-mak (1.0—4.0) of the Slovak National Corpus. Passive and
active participles are classified as special non-finite verbs by Slovak grammarians,
but in the Slovak National Corpus these are classified as a separate part of speech.
Boundaries between participles and other word classes are not always clear, thus they
sometimes migrate to the categories of adjectives and nouns. Separating participles
from adjectives and nouns was one of the most difficult problems in the manual
annotation of the subcorpus r-mak. The paper also gives attention to borderline cases
(homonyms, word forms created by analogy) and words where we had to modify
formal criteria for their classification (words with notable semantic shift from the
motivating word; substantivised participles).

1 Participles in General

Participles comprise a specific part of speech class in Slovak, characterised by its hybrid
form and content. Active and passive participles are traditionally classified as non-finite
verbs'. Participles, as well as verbs, exhibit grammatical categories of intention and aspect,
but they also have to agree with the noun they modify in gender, number and case. Se-
mantically, participles exhibit dynamic features; their meaning originates in the motivating
verb. In many cases they can be shifted semantically, so the direct link between “moti-
vating word” (verb) and “motivated word” (participle) weakens. Thereby, the semantic
aspect of a participle may be reduced, or rather the participle may show static properties
of entities so that the participle becomes an adjective. The form of participles is identical
to the adjectives (corresponding with the adjective-like declension paradigms of pekny and
cudzi’) and the syntactic function of participles is identical to the adjectives (they can be
used either as an agreeing attribute, predicate nominal or complement). This is the reason
that the process of participle adjectivisation is frequent. Some participles may undergo the
process of conversion into a substantive (substantivisation). Thus, substantivized partici-
ples often denote persons of specific functions or roles, e.g. cestujiici (traveler, an active
participle of o travel), vediici (leader, active participle of to lead), ticinkujiici (acting, active
participle of to act), obZalovany (accused, a passive participle of fo accuse), etc. Therefore,
boundaries between adjectives and participles are rather unclear.
The classification of participles (most notably, -n-/--2, i.e., passive participles) is a peren-

nial problem in Slovak linguistics. The most precise description is given in [13], [8] and
[14]. As stated in [13, p. 495], the most appropriate name would be -n-/-t- pricastie (-n-/-t-

! neurdity slovesny tvar
2 participle derived by -n-/-t- suffix
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participle) since the meaning of formally passive participles is often not passive and often
they are not used in passive constructions. Based on comprehensive research, J. Sejakova
[14] agrees with the term and defines, in addition, the new term n/t-ovd jednotka (-n-/-t-
unit) to refer to the lexemes that are difficult to classify.

A detailed paradigmatic (including lexis, semantics, word-formation and grammar)
and syntagmatic analysis is needed to classify the part of speech category of word ending
with -ny (-eny) / -ty, -iaci (-aci) / -iici. J. Sejdkova [14, pp. 31-34] uses the terms pdl ad-
Jjektivnosti (pole of adjectivity) and pdl slovesnosti (pole of verbality), which demonstrated
fuzziness of categorization. The authors of monograph [8, p. 209] give examples ohnuty
chrbdt (curved back) that illustrates that the word ohnuty may express either an inherent
quality (only seemingly a consequence of an action) or an acquired feature (permanent or
temporary quality that is caused by an action).

The Slovak vocabulary includes adjectives suffixed by -n-/-t-, which have a similar
form as adjectival participles. In some cases, a transformational test has shown that ad-
jectives can be easily differentiated from participles (as stated by Sejakova [14]), e.g.
novopostaveny dom (newly built house), ukricand Zena (rambunctious woman), predpo-
Jjaty clovek (prejudiced person), scitany student (well-read student). Either their assumed
motivating verb does not exist (*predpojat’), or the word begins with a prefix or prefixoid
that does not occur with its motivating verb (*novopostavit’) or the word does not correlate
with a motivating verb (no aspect congruence, no semantic congruence, etc.).

If it is possible to derive an adverb or an abstract noun from an participle, or the par-
ticiple can undergo the formation of comparative and superlative, then this indicates its ad-
jectivisation. E.g. from the adjectivised participle unaven-y (tired) we can form an adverb
unaven-e (tiredly), abstract substantive unaven-ost’ (tiredness), comparative unaven-ejsi
(more tired), superlative naj-unaven-ejsi (most tired) [see: 13, p. 502]. This is not a gen-
eral rule (it affects only some adjectivised participles), therefore it cannot be used as a
generally valid criterion for delimitation.

2 Participles in the Slovak National Corpus

2.1 Frequency of Participles

Participles are quite frequently used in Slovak written texts. The manually morphologically
annotated subcorpus of the Slovak National Corpus (SNK) called r-mak was created at
the Slovak National Corpus Department of the L. Stiir Institute of Linguistics, Slovak
Academy of Sciences. The current 4™ version contains about 1.2 million tokens and was
released in 2013.°

The number of participles in the corpus r-mak-4.0 (1,199,326 tokens) is 16,332 hits
(Query: [tag="G.*"]). They represent 1.36% of all the tokens (including the non-word
ones, such as punctuation or numerals). The number of unique participles (word forms)
is 8,796 (6.41% of all the unique word forms), which gives 3,675 unique lemmas (6.74%
of all the unique lemmas). The subcorpus r-mak-4.0 contains predominantly fiction and
journalistic texts. The portion of professional texts is lower (19.0%), which may affect the

3 Further information on the corpus size and text types can be found on the website of the Slovak
National Corpus, Department of L. Stir Institute of Linguistics, Slovak Academy of Sciences
(http://korpus. juls.savba.sk/stats.html).
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statistical results (the greatest concentration of participles was expected in professional
texts). The largest corpus of Slovak (at the time of writing) prim-6.0 contains 1.6% par-
ticiples in professional texts (subcorpus prim-6.0-public-prf), 1.07% in journalistic texts
(prim-6.0-public-inf) and 1.05% in fiction (prim-6.0-public -img).*

In conclusion, when querying the subcorpus r-mak-4.0 we get 13,557 hits of passive
participles with the suffixes -ny/-ty and only 2,775 hits of active participles with the suffixes
[-ii/-u/-ia]ci. The number of words belonging to different parts of speech categories in the
subcorpus r-mak-4.0 is illustrated in the Figure 1.5

100000

10000

1000

Fig. 1. Total number of tokens in the subcorpus r-mak-4.0 by POS

S —nouns, V — verbs, E — prepositions, P — pronouns, A —adjectives (91 577 hits), O — conjunctions,
D — adverbs, T — particles, R — reflexive morphemes sa/si, G — formal participles (16,332 hits),
N — numerals, Y — conditional morpheme by, Q — undefinable part of speech, J — interjections,
Z — punctuation, 0 — numbers, % — citation, W — abbreviations

2.2 Annotation of Participles in the SNK

Lemmatization and morphological tagging are an important part of a corpus. In undertak-
ing the corpus research one needs to consider the reliability of a tagger [see: 9, p. 169]. The
manually annotated corpus r-mak is assumed to be virtually error-free. Errors were kept to

* Corpus prim-6.0 was annotated automatically, therefore the provided analysis is only approxi-
mate.

3 IIumkopa [17, p. 391] gives an overview of the frequency of parts of speech classes in the first
three versions of the subcorpus r-mak (1.0, 2.0, 3.0).
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a minimum by 3-level control using the semi-automated tools [11]. The corpus has been
manually disambiguated by two annotators. Their results were automatically compared
and manually corrected [5, p. 61].

Naturally, the variability of participles and their unclear classification affected the way
of their manual annotation. There were several possibilities for classifying participles, each
of them presenting its advantages and disadvantages: 1. to establish an adjective-like class
including adjectives as well as participles (chosen by, e.g. the Czech National Corpus; [7]),
not distinguished in any way (with a few minor exceptions); 2. to consider paradigmatic and
syntactic features for the -n-/-¢- and -iaci-/-tici units. In this case, the annotation would have
taken too long (given the nature and size of the annotation); 3. to establish a special formal
class of participles considering their form and derivation only (synchronic approach). “We
consider the participles to be a separate part of speech class, not a declined form of a verb
— while definitely possible, this would lead up to some singular categorization, e.g. verbs
with case” [6, p. 56] Morphological annotation in the SNK is based on formal morphology
and the combination of attributive and positional systems of morphological tagging [see
17, pp. 387-388]. The selected criterion follows traditional classification of participles as
non-finite verbs. This also allows easy searching for formal participles and gives reasonably
precise information on the number of adjectives and formal participles.

During application of the formal approach, we observed that in the heterogeneous
group of words suffixed by -ny (-eny) / -ty, -iaci (-aci) / -ici there are units that have to be
disambiguated and require greater effort when being classified. Delimitation of participles
from adjectives and nouns was one of the most difficult problems of the whole manual
annotation. Our goal was to further specify the annotation of participles to get unified and
more logical system. In the paper we discuss such borderline cases.

The user guide Tokenizdcia, lematizdcia a morfologickd anotdcia Slovenského ndrod-
ného korpusu ([4]; hereinafter User guide) was designed with a goal to build an annotated
subcorpus (the User guide was used for all the subcorpus versions from 1.0 to 4.0). The
User guide provides a description of tokenization, lemmatization and morphological an-
notation. “The tagset is highly functional and pragmatic, although some allowances had
to be made to accommodate the traditional analysis of Slovak morphology and part of
speech categories“ [6, p. 41]. The tags are of various length, but the order of characters
is obligatory. The tagset covers the traditional 10 part-of-speech categories and several
non-word categories (19 categories in total). There were many borderline cases that had
to be specified, e.g. verbal nouns, nouns with adjectival paradigms as well as participles
(which are a separate part of speech category).

“The borderline cases are as follows: ... 3. Active and passive participles as well as
deverbalised adjectives. We classify these cases as separate part of speech category (G) —
pisany, otvoreny, obuty, pisuci, hrajiici, stojaci. Formal participles are distinguished from
adjectives on the grounds of their form and origin” [4, p. 5]. This is explained as follows:
“Participles (prestrety, zivajiici — G) are considered to be a separate part-of-speech category
because they are dynamic and often unclear position in between both adjectives and verbs”
[4,p. 7]

Following the guidelines, a given participle is marked [k] for active and [t] for pas-
sive. The categories for gender, number and case congruence use the same characters as
for the adjectives. Participles can also exhibit a degree of comparison. Positive or irrele-
vant degree is marked [x], whereas comparatives [y] and superlatives [z] occur rather
rarely.
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category category type tag character
part of speech participle G
type active k
passive t
gender congruence masculine animate m
masculine inanimate i
feminine f
neutral n
number congruence singular S
plural P
case congruence  nominative 1
genitive 2
dative 3
accusative 4
vocative 5
locative 6
instrumental 7
degree positive X
comparative y
superlative z

Table 1. Composition of a ‘participle’ tag

2.3 Cases Requiring Disambiguation

2.3.1 Homonymy of words and word forms

It was difficult to distinguish homonymous lexemes using the formal criterion. To classify
the part of speech category of these homonymous lexemes, one should carefully consider
the context and origin of a word, e.g. whether a word is derived synchronically from a verb
— e.g. the word rafinovany. The expression rafinovany cukor (refined sugar; derived from
the verb rafinovat’) is an -n-/-t- participle, assuming that it was motivated by the verb rafi-
novat’ (refine). The expression rafinovany clovek (cunning man) is an adjective, because
the verb rafinovat’ does not exist with corresponding meaning. The surrounding text to-
gether with the meaning of the lexeme determine the part of speech classification.

In analogical cases requiring disambiguation, the formal approach classifies lexemes
corresponding to the usual conception of Slovak morphology, e.g. (1) nestici Clovek (un-
suitable person) and (2) ¢lovek nestici drevo (person carrying wood, derived from the verb
niest’); (1) zvrdteny Clovek (immoral, scrofulous man) and (2) zvrdteny beh udalosti (re-
versed action, derived from the verb zvrdtit’); (1) rezervovany ¢lovek (reserved, shy person)
and (2) rezervovand vstupenka (reserved ticket, derived from the verb rezervovar’); (1) sci-
tany $tudent (well read, educated student; from the verb ¢itat; the verb scitat’ does not have
this meaning) and (2) scitand suma (sum in total, derived from the verb scitat’). One ad-
vantage of the formal approach is that the existence of corresponding verbs can be easily
verified, for some compounds and words with prefixoids we get a disparity, e.g.: pracujiici
(worker) > pracovat’ (to work), spolupracujiici (collaborator) > spolupracovat’ (to collab-
orate), but: cestujiici (traveler) > cestovat’ (to travel), spolucestujiici (fellow-traveller) >
*spolucestovat’ (*to fellow-travel).
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2.3.2 Delimitation of Active and Passive Participles from Adjectives

During the process of annotation several questions arose. We had to decide how to tag
deverbalized words, but which have slightly different meanings. For instance, vynikat’ (be
very good, be different from others) > vynikajiici (excellent, outstanding), skiisit’ (to try)
> skiiseny (experienced), polahcit’ (to make easier) > polahcujiici (mitigating), etc. Dis-
ambiguation also had to be performed on words that either share similar written forms
as participles but are not derived from verbs or have either archaic or uncommon verb
as their motivating word, e.g. disciplinovany (disciplined) > disciplinovat’ (to discipline),
nadudrany (sulky) > nadudrat'sa (to sulk), okridleny (winged) > okridlit’ (to wing), livrejo-
vany (liveried) > *livrejovat’ (to livery), mreZovany (latticed) > *mreZovat’ (to lattice), etc.
This is a quite natural phenomenon in a language: “There is a group of words in between
the motivated and completely demotivated lexemes. Their motivation is rather unclear at
present, so there is an inconsistency between the genetic and synchronic motivation” [3,
p- 25]. In this case, the diachronic aspect of the language is notably significant because
the motivated word can still exist in the language even if its motivating word is an out-
of-vocabulary or uncommon word, e.g. slychat’ (to hear) > neslychany (outrageous). In
certain cases, only a thorough study will show if a motivating word had ever occurred
in a language and if a word form was created by analogy (to existing word forms), e.g.
melirovany (streaked), premrsteny (exorbitant), opodstatneny (justified).

The formal approach is focused on the synchronic aspect of language, but the deci-
sion how to classify word forms with an unclear synchronic motivation had to be made.
In ambiguous cases, annotators (including the author) have followed predominantly for-
mal criteria. Generally, we tagged words as participles if there was a clear motivating
verb, including any out-of-vocabulary, rarely used or semantically marked verbs which
are nevertheless corresponding in meaning. When considering the correspondence be-
tween participle and verb, minor discrepancies were allowed. Semantic correspondence
was considered crucial. Once the meaning of a lexeme markedly differs from the meaning
of the motivating verb, e.g. skiisit’ (to try) > skiiseny (experienced) etc., the word was not
considered to be a participle, strict formal criteria would have lead to distorted conclusions.
But the non-congruence of aspect was admitted, for instance, the word vareny (meaning
Jjust cooked, expressing finished action) was considered to be a participle, although the
imperfective aspect of the source verb varit’ (to cook) expresses an unfinished action.

Despite many factors influencing the disambiguation, there was only a small number of
disagreeing tags. The following active participles were tagged incorrectly: horiaci (burn-
ing), raziaci (punching), skoliaci (training), viddnuci (ruling), svetielkujiici (laminous), vzy-
vajiici (invoking), lietajiici (flying), jasajiici (exultant), Ziadajiici (requesting). Passive par-
ticiples were more often derived from verbs in perfective aspect: neovereny (untested),
nevyrieSeny (unresolved), obnoseny (worn), prikovany (transfixed), pokrceny (crumpled),
roztvoreny (unfolded), which seems logical because words with resultative meaning tend
to behave like adjectives which denote static features. The errors could have been made
accidentally or by analogy. While correcting these cases, formal criteria have been ap-
plied. For all these words there exists a corresponding motivating verb with an identical
meaning, e.g. skiimat’ (to examine) < skiimany (examined).
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2.3.3 Delimitation of Active and Passive Participles from Substantives with
Adjective-like Paradigm

Disambiguation of participles and substantives is based on determining the syntactic func-
tion of a word in a certain syntagm. Some of the passive and active participles became
nouns (in the process of substantivisation) so that they are classified as nouns in lexico-
graphical works such as Krdtky slovnik slovenského jazyka [10], Slovnik siicasného sloven-
ského jazyka [1], [2], etc. There is an unclear distinction not only between participles and
adjectives but also between participles and substantivized participles. Many lexemes have
become nouns, e.g. vediici/vediica katedry (head of department), in both the masculine and
feminine gender. There is a group of words classified as participles which are homony-
mous with substantivized participles most often in the role of an agreeing attributive, e.g.
muZ vediici vozidlo (a man driving a vehicle). Apart from this, there are several words
where the process of substantivization is still ongoing.

The subcorpus r-mak-4.0 contains words which were sometimes tagged as active par-
ticiples and at another time as nouns: neveriaci (doubting), trpiaci (suffering), veriaci
(faithful), vidiaci (sighted), vediici (leading), kupujiici (buying), cestujiici (traveler), umier-
ajiici (dying), pracujici (working), ticinkujiici (performing), vystavujiici (exhibiting). Al-
though it is not large, the overall number of occurrences in the corpus is non-negligible
(r-mak-4.0 subcorpus contains 79 occurrences of the word vediici (head) and 26 for pracu-
Jjtici (worker)). A significant amount of word forms was assigned to substantivized partici-
ples, such as: veriaci (believer; 40, 14), vediici (head; 35, 44), cestujiici (traveler; 14, 4),
umierajiici (dying; 3, 3) and pracujiici (worker; 3, 23).°

In most cases, the part-of-speech tagging conformed with the syntactic function of
words. Examples include the word cestujiici (traveler), used either with a superordinate
noun cestujiica osoba (traveling person) or as part of a predicate nominal or a complement.
The word has been always tagged as a active participle; its usage in the role of subject or
object led to its systematic tagging as a noun with an adjective-like paradigm:

Gk:
Osoba cestujiica | Gkfs1x rychlosfou blizkou rychlosti svetla by videla, Ze farba svetla
vpredu ...
‘A person traveling at the speed of light would have noticed that the colour of light ahead...

Ich kazatelia plnili funkciu cestujiicich / Gkmp2x spovednikov a ucitelov
“Their preachers were in the function of fraveling confessors and teachers)’

SA:
Povedali ndm, Ze d’alej smu len cestujiici / SAmp1
‘They told us that only travelers are permitted to go on’

Oslobodenie od dovozného cla v pripade alkoholu a tabakovych vyrobkov sa nepriznd ces-
tujiicemu / SAms3 mladsiemu ako 18 rokov
‘Purchase of duty-free alcohol and tobacco products is denied for travelers under 18’

There was a tendency to classify word forms in the role of subject or object as nouns,

with the same word forms in other roles being classified as participles:

® First number in brackets indicates number of nouns with adjective-like paradigm, second number
shows number of participles.
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Gk:
veriaci moslimovia / Zeny / krestania / katolici / prirodovedec
‘believing Muslims / women / Christians / Catholics / biologist’

vediici predstavitel’ / osobnost / gél / postavenie
‘leading representative / person / goal / status’

pracujiici osoba / média / mladez / otrok
‘working person / media / youth / slave’

SA:
usmernoval veriacich v zboroch
‘he guided the believers in choirs’

vediici katedry
‘head of department’

pracujiici vysli z tovarni a dradov
‘workers stepped out of the factories and offices’

The subcorpus r-mak-4.0 contains 14 pairs of formally the same passive participles and
nouns (substantivized participles) which can be classified as participles in a certain context.
The words often tagged as nouns are as follows: nezamestnany (unemployed; 10, 16),
obvineny (accused; 5, 17), poskodeny (damaged; 5, 11), raneny (hurt; 2, 5) and uneseny
(kidnapped; 3, 12)7.

Both active participles and substantivized passive participles may change their part-of-
speech category; derivationally therefore they are considered morphologically motivated
lexemes [see 12, p. 20]. Some passive participles have been converted into nouns without
any changes in their form. They differ semantically, participles convey state or action, sub-
stantivized participles refer to the entity related to the state or action. The words have taken
on a new syntactic function. These word forms may adopt behaviour of either participles
or substantivized participles.

Some of the morphologically motivated nouns derived from participles can be used
only to a limited extent, e.g. poskodeny, obvineny, uneseny. The nouns are usually used in
legal texts or historical legal texts. Otherwise, they fulfill the function of a participle.

Examples include:

Gt:
MiS poskodenii pamét
“Your memory is damaged’

text je silne poskodeny
‘the text is very damaged’

SA:
Kym v predoSlom pravnom systéme sa poskodeny / [SAms1], resp. jeho pribuzenstvo
snazili, ...
‘While in the previous legal system the victim or his relatives made efforts ...’

Part-of-speech tagging was influenced by the syntactic function of words. This function
reflects semantic shifts and is influential when participles are converted into nouns and vice
versa. This retroactively affects the morphological nature of words.

7 see footnote No. 6
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3 Conclusions

This paper has briefly characterized the word class of participles which are usually clas-
sified as non-finite verbs. The class includes words which can adopt either adjective-like
behaviour or can behave like nouns with an adjectival paradigm. This frequent POS con-
version is assisted by the mutual semantic features of the words, as well as their forms
being identical. After conversion, the lexemes also gain the possibilities to form compar-
ative and superlative forms or to have adverbs or nouns derived from them.

We describe the rules of participle annotation in the subcorpus r-mak. We have shown
several options for tagging participles. With hindsight (after comparing all versions of the
morphologically annotated subcorpus r-mak 1.1-4.0), we can confirm that the formal ap-
proach to various groups of words requiring special treatment (polysemous words, words
with unclear POS classification, words with unclear motivation, etc.) has been appropri-
ately selected.

We have given a brief description of special cases, such as homonymous lexemes clas-
sified according to semantic features, e.g. lexeme nestici (carrying), or analogically created
words that are not participles because their motivating verb does not exist, e.g. cestujiici
(traveler) > cestovat’ (travel), spolucestujiici (fellow-traveler) > *spolucestovat’ (*fellow-
travel). The formal approach was applied to a limited extend, therefore we separated such
cases in which the semantic shift of participle from the meaning of the motivating verb
was prominent, e.g. skisit’ (try) > skiiseny (experienced, having an ability).

The aim of this research was to examine words sharing the same form but differing
in their POS category. At the boundary between nouns and participles were the following
words: veriaci, vediici, cestujiici, umierajiici, pracujiici, nezamestnany, obvineny, raneny,
uneseny; and at the boundary between adjectives and participles were: pokrceny, roztvoreny
and skiimany. In delimitation of participles and substantivized participles it was necessary
analyse wider context because the syntactic function of words is decisive.

The morphological annotation provides concise information about the morphologi-
cal features of each words. A word can be classified as a participle if it shares a similar or
identical meaning with its motivating verb. The formal approach enabled a logical and pre-
cise annotation of this variable part-of-speech category of participles. The obtained results
might be used in the further synchronic or diachronic research concerning all functions of
words (semantic, word-formation, syntactic, etc.).
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Abstract. In this paper, we describe a corpus based experiment focused on the
possibility of identifying Czech light verbs. The experiment had two main aims: (i)
to establish the inventory of Czech light verbs entering into combinations with pred-
icative nouns, and (ii) to verify the adopted criteria for distinguishing light usages
from full usages of the given verbs. As for the inventory of light verbs, we propose
and verify the hypothesis that the possibility of light usages of verbs is related to
their semantic class membership rather than to their high frequency. In the second
part of the experiment, we exploited the compiled inventory of Czech verbs inclined
to occur as light verbs. The criteria adopted for distinguishing light usages of a verb
from its full ones were applied to selected corpus sentences with these verbs. Three
annotators were asked to determine whether a verb occurrence in an extracted cor-
pus sentence corresponds to the full or to the light usage of the given verb. The
feasibility of this task has been proven by the achieved &, statistics 0.686 and by
the inter-annotator agreement 85.3%. As a result of this experiment, we obtained
893 verbonominal combinations of Czech light verbs and predicative nouns. These
combinations will be further utilized for the lexicographic representation of these
phenomena.

1 Introduction

As a verb represents the most important syntactic unit in a language, the description of
its syntactic structure belongs to the primary tasks of both theoretical and computational
linguistics. At present, the basic information on syntactic behavior of verbs is provided
in many lexical resources. However, the description of advanced syntactic properties of
verbs is still missing. Light verbs belong to such advanced linguistic phenomena. In this
case, the syntactic structure of a sentence is not solely determined by a verb alone but
also by a predicative noun with which the verb combines. Predicative nouns exhibit two
characteristic properties: (i) they denote an event meaning, e.g. a process, a state, or a
property, not a resultative meaning, and (ii) they are characterized by a set of valency
complementations. See the following examples with the verb nést ‘to carry’ (1)—(2). Un-
like the syntactic structure with the full usage of the verb in (1), the syntactic structure
with the light usage of the verb (2) is affected also by the predicative noun odpovédnost
‘responsibility’. This predicative noun expresses ‘the state of being responsible’ and con-
tributes its valency complementation za bezpecnost ‘for security’ to the resulting syntactic
structure.
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(1) Ucitel nese sesity.
‘The teacher is carrying exercise books.

(2) Ucitel nese odpovédnost  za bezpecnost Zdkit.
the teacher — carries — responsibility — for the security of pupils
‘The teacher is responsible for the security of (his) pupils.’

While easily mastered by native speakers, light verbs pose a serious challenge for for-
eign speakers as well as for automated language processing (esp. for machine translation,
information extraction, information retrieval, question answering, etc.) [11]. It has been
recognized for a long time that both language learning and NLP tasks would be facili-
tated by a lexical resource providing an explicit and systematic representation of these
phenomena. Such a representation should be based on a thorough theoretical analysis of
light verbs.

Despite being subject to many analyses, many aspects of light verbs are still not clear.
Even a clearcut definition of light verbs as a specific group of verbs is lacking [6]. In ac-
cordance with [2], we consider light verbs as a specific usage of a verb that loses individual
semantic properties and retains only some of semantic facets of its full verb counterpart.
To acquire semantic capacity, a light verb combines with a predicative noun which con-
tributes its individual semantic features to a resulting complex predicate. From this point
of view, each verb can potentially be used as a full or a light verb.

In this paper, we report on a corpus based analysis of Czech light verbs that enter
into combinations with predicative nouns. Considering the wide range of issues related to
light verbs, this analysis focuses on the possibility to identify them. Such an identification
requires operational criteria for distinguishing light usages of a verb from its full usages,
see examples (1)—(2). The criteria adopted here were verified in the parallel annotation of
a large amount of corpus data obtained from the Czech National Corpus.' The annotation
process and the criteria used in the annotation are described in detail in Section 3.

At the beginning of the annotation, lemmas of the verbs that are prone to combine
with predicative nouns were necessary to select. Compiling the inventory of such verb
lemmas is described in Section 2. In order to draw up this inventory, the valency lexicons
VALLEX? and PDT-VALLEX? were explored. Let us briefly introduce these two valency
lexicons.

1.1 Lexical Resources

Both VALLEX and PDT-VALLEX take the Functional Generative Description (hence-
forth FGD, [12]) as their theoretical background, and both are human as well as machine
readable.

VALLEX is a valency lexicon of Czech verbs (see esp. [14], [8]) providing rich syntac-
tic information on roughly 2,730 lexemes containing 6,460 lexical units (‘senses’). Unlike
traditional dictionaries, VALLEX treats a pair of perfective and imperfective aspectual
counterparts as a single lexeme — if perfective and imperfective verbs were counted sepa-
rately, the size of the lexicon would virtually grow to 4,250 verb entries. Almost one half

"http://ucnk.ff.cuni.cz/
Zhttp://ufal .mff.cuni.cz/2.5/
Shttp://ufal.mff.cuni.cz/lindat/PDT-Vallex.html/
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of the lexical units are sorted into 22 rough semantic groups (e.g. verbs of communica-
tion, motion, transport, exchange, mental action). At present, this lexicon inconsistently
describes several randomly selected light verb usages: most light verb usages are subsumed
under valency frames corresponding to full verb usages, less of them are represented by
separate valency frames. In both cases, an explicit indication of the light verb usage is
missing. A preliminary theoretical analysis of an interaction between verbal and nomi-
nal valency structures within light verb constructions and the possibility of its adequate
description in the VALLEX lexicon is provided in [7].

PDT-VALLEX is a valency lexicon which was built during the annotation of the
Prague Dependency Treebank* (henceforth PDT [4]) as a supporting annotation tool de-
signed for preserving data consistency in the annotated corpus, see esp. [5], [13]. It de-
scribes valency behavior of Czech verbs, nouns, adjectives and adverbs in a fully formal-
ized way (7,500 verbs, 3,800 nouns, 800 adjectives, and a few adverbs). Only those senses
of words that occurr in the annotated data of PDT or some other treebanks in the PDT
family (Prague Czech-English Dependency Treebank® and Prague Dependency Treebank
of Spoken Language)® are recorded. The information on syntactic structures with light
verbs is simply listed in pairs of unlinked separate valency frames: (a) in valency frames
of light verbs, in which the valency complementation occupied by a predicative noun is
labeled with the CPHR functor (for CompoundPHRaseme, see [4]), and (b) in valency
frames of predicative nouns.

2 Inventory of Czech Light Verbs

Although light verbs and their full verb counterparts always have identical forms, they only
agree in some of their semantic aspects [2], [9]. For instance, the light verb nést ‘to carry’
in (2) loses the individual meaning of its full counterpart in (1): the meaning of the full
verb can be characterized as ‘the shared movement of a physical object and a person who
controls the shared path’, but in the light usage in (2), the lexical properties expressing the
physical movement are suppressed; instead, the lexical features of ‘permanent presence of
a certain sense experienced by a person wherever they move’ are foregrounded. The indi-
vidual lexical semantic property ‘a sense of moral commitment or obligation to somebody
or something’ is supplied by the predicative noun odpovédnost ‘responsibility’ with which
the verb combines.

The question arises whether the verbs that are inclined to combine with predicative
nouns share some common features on the basis of which they can be characterized. Ac-
cording to [3], high frequency verbs, occurring in various semantic and syntactic contexts,
have a strong tendency to lose their individual semantic properties and to combine with
predicative nouns. The hypothesis was formulated on Swedish verbs.

However, Czech verbs do not confirm this hypothesis: we sorted Czech verbs according
to their frequency in the Czech National Corpus’ (henceforth CNC); modal verbs and
the verb byt ‘to be’ (with primarily auxiliary function) were excluded. We compared the
obtained list of the first 50 Czech verbs with the verbs with the CPHR functor in PDT-
VALLEX, i.e., those verbs that are classified as used as light verbs in at least one of their

*http://ufal .mff.cuni.cz/pdt2.0/
>http://ufal.mff.cuni.cz/pcedt2.0/

® http://ufal .mff.cuni.cz/pdtsl/cz/

7 The balanced subcorpus of contemporary Czech texts SYN2000 was used.
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occurrences in PDT. Only 32% of the high frequency verbs contain at least one valency
frame with the CPHR functor in PDT-VALLEX.

Thus we tried to establish the criteria for the identification of Czech verbs with possible
light usages on another basis. As a starting point, we carried out a tentative survey of the
verbs with the CPHR functor in PDT-VALLEX.? This study revealed an interesting fact:
verbs with valency frame(s) describing light usages fall into just a few semantic groups.
They express exchange (e.g. vzit ‘to take’, ddt ‘to give’), location (e.g. poklddat, poloZit ‘to
put down’), motion (e.g. prichdzet, prijit ‘to come’), transport (e.g. vést ‘to lead’), or they
refer to an action in a generic way (e.g. délat ‘to do’).

In the next step, we further explored the idea that the capacity of a verb to be used
as light is related to their semantic class membership. We sorted all verbs belonging to
one of the above mentioned semantic groups in VALLEX according to their frequency
in CNC.? The verbs designating actions in a generic way are not grouped together in a
specific semantic class in this lexicon. However, as they represent a significant group of
verbs allowing for light usages, we have included all 17 verb lemmas with generic mean-
ing obtained from PDT-VALLEX directly into our experiment. The most frequent verbs
of exchange, location, motion, and transport, plus the verbs with generic meaning were
chosen as candidates for light verbs. From the list of candidates, verbs with less than six
valency frames in VALLEX were removed. In order to achieve a satisfactory coverage of
verbs in CNC, we selected first 59 most frequent verb lemmas — this number covers 20.0%
of total verb occurrences in CNC.

The resulting inventory of selected verbs was exploited in the second part of the ex-
periment focusing on the possibility of distinguishing light usages from full usages. This
strategy to identify Czech lemmas allowing for light usages gave more satisfactory results
than frequency — 48 from the overall 59 selected verbs (81.4%) were used as light verbs,
based on the findings of our experiment (Section 3).

Alternatively, there was an option to directly use the verbs with the CPHR functor from
PDT-VALLEX as candidates for light verbs. This method would eliminate verb lemmas
predicating only as full verbs; however, many verbs that can form a light usage would be
missed: 27 out of 48 verbs with a light usage that occurred in the annotation do not have
the CPHR functor in PDT-VALLEX.

3 Annotation of Light Verbs

In this section, we describe in detail the annotation of corpus sentences based on 59 se-
lected Czech verb lemmas. For each of these selected verb lemmas included in the exper-
iment, 100 random sample sentences were extracted from the CNC. Thus the annotated
data size is 5,900 sentences per each annotation.

Three human annotators in parallel were asked to determine whether a verb occurrence
in an extracted sentence corresponds to a full or a light usage of the given verb (thus the

8 PDT-VALLEX contains 148 Czech verb lemmas with at least one valency frame containg the
CPHR functor.

® Although phase verbs are usually considered to represent light verbs, they are not indicated by
the CPHR functor in PDT-VALLEX. As a result, these verbs were included in our experiment
only if they fall into some of the above mentioned semantic groups in VALLEX. For instance,
the verb skoncit ‘to finish’ was included in the experiment as it is classified both as a phase verb
and as a verb of location according to VALLEX.
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overall number of annotated sentences is 17,700). The main aim of this annotation was
to examine the native speakers’ agreement on the interpretation of light verb usages. To
facilitate the interpretation, the annotators could take a context of one preceding sentence
into consideration. When the annotators indicated that a given occurrence of a verb is a
light usage, they had to determine the whole verbonominal combination of the given light
verb and a predicative noun. Also, an uncertainty flag indicating that the annotators are
not quite sure could be attached to a positive answer.

3.1 Criteria for Distinguishing Light Verb Usages from Full Ones

At the beginning of the annotation, it was necessary to single out criteria for distinguish-
ing light verb usages from their full usages. For this purpose, we have adopted two criteria
mentioned in the rich bibliography on light verbs — the reduction test and the test of coref-
erence of nominal and verbal complementations.

Reduction Test. The reduction test, proposed in [10], is based on the assumption that it
is the predicative noun (not the light verb) that represents the semantic core of the entire
verbonominal combination. As a result, it is the predicative noun that stands for the whole
verbonominal combination and it cannot be omitted from the combination — in contrast to
the light verb. This test consists of the sequence of two syntactic operations: (i) relativiza-
tion and (ii) omission of the light verb. When these operations are applied on a particular
syntactic structure — e.g. on the sentence structure in (2) repeated here as (3), (i) the rela-
tivization results in (4) and (ii) the omission results in (5) — the semantic invariant between
(4) and (5) is clearly preserved. However, when this test is applied to a full verb usage —
e.g. on (1) repeated here as (6), (i) the relativization results in (7) and (ii) the omission
results in (8), the semantic invariant is not preserved: (8) is obviously not equivalent to

).

(3) Ucitel nese odpovédnost  za bezpecnost Zdku.
the teacher — carries — responsibility — for the security of pupils
‘The teacher is responsible for the security of pupils.’

(4) Odpoveédnost, kterou za bezpecnost Zdku nese ucitel.
the responsibility — which — for the security of pupils — carries — the teacher

(5) Odpovédnost ucitele / Ucitelova odpovédnost za bezpecnost Zdkii.
‘The teacher’s responsibility for the security of pupils.

(6) Ucitel nese sesity.
‘The teacher carries exercise books.’

(7) Sesity, které nese ucitel.
‘Exercise books, which the teacher carries.

(8) Sesity ucitele / Ucitelovy sesity.
‘Teacher’s exercise books.’

Coreference Test. The second criterion stipulates that some of valency complemen-
tations of a light verb and a predicative noun within the resulting complex predication
must be referentially identical. This condition is imposed esp. on the ACTor of the event
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expressed by a predicative noun. For example, in the verbonominal combination of the
light verb udeélat ‘to make’ and the predicative noun dojem ‘impression’, resulting in the
verbonominal combination udélat dojem ‘to make an impression’, the ACTor of the pred-
icative noun dojem corefers with the ACTor of the verb udélat, see Figure 1. Apart from
the ACTor, other valency complementations of a predicative noun can be coreferentially
related to verbal complementations of a light verb. For example, in the combination dostat
prikaz ‘to get an order’, two valency complementations from the nominal valency frame
ACTor and ADDResse corefer with the verbal valency complementations ORIGin and
ACTor, respectively, see Figure 2.

dostal

-~ /na_rodi¢e velky \ >p¥ij|’t
ACT' ADDR RSTR ACT ADDR PAT\

Janiny - domd véas
APP ACT DIR3 TWHEN

Fig. 1. The (simplified) dependency tree for  Fig.2. The (simplified) dependency tree for
the sentence Petr udélal na Janiny rodice the sentence Petr dostal od otce prikaz prijit
velky dojem ‘Peter made a great impression  domu véas ‘Peter was given the order from
on Jane’s parents’ his father to come home on time’

Supporting Criteria. In addition to the reduction test and the coreference test, the an-
notators could rely on other auxiliary criteria. These criteria are based on the observation
that the possibility for predicative nouns to be pronominalized (9)-(10) or to be asked for
by wh-questions (9)-(11) is highly restricted in verbonominal constructions with a light
verb.

(9) Petr  upadl do rozpakii.
Peter — fell — in embarrassment

(10)  *Petr  upadl do toho.
Peter — fell — in this

(11)  *Do ¢eho Petr  upadl?
in what — Peter — fell?
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3.2 Annotation Task

In case that the annotators concluded that a light usage of a verb is present in a given
sentence (also a special flag indicating an uncertainty of light usage could be used), they
had two tasks. First, they had to indicate the whole combination of the light verb and the
predicative noun. In case that a sentence contained coordinated predicative nouns com-
bined with a single light verb, the annotators had to determine all of the predicative nouns
combined with the given light verb. Second, after identifying a light usage of a verb, the
annotator had to determine with which verbal valency complementation the valency com-
plemenation ‘ACTor’ of the given predicative noun is coreferential.

The annotated data size and overall statistics on the annotations are summarized in
Tables 1 and 2.

Annotated verbs 59
Annotated sentences for each verb 100
Parallel annotations 3
Total annotated sentences 17,700

Table 1. Annotated data size

Annotator: A B C
Verb lemmas with light usages 40 35 49
Verb lemmas with uncertain light usages 6 13 4
Light verb usages 713 522 699
Uncertain light verb usages 110 256 287
Full verb usages 5,077 5,122 4914
Total verb usages 5,900 5,900 5,900
Found verbonominal combinations 843 796 1,002
Coreference between nominal ‘ACTor’ 615 649 755

and some of verbal complementation(s)

Table 2. Overall statistics on the annotations

3.3 Inter-Annotator Agreement

Table 3 provides inter-annotator agreement (IAA), Cohen’s x and Artstein and Poesio’s
«,, statistics on the annotated 17,700 sentences.

First two columns represent IAA, i.e., the percentage of sentences with an agreement
out of all annotated sentences (the first column); if also the combinations “yes-maybe” is
considered to be an agreement (the second column), the pairwise inter-annotator agree-
ment naturally rises.

The first row introduces the average pairwise agreement. In our case of three parallel
annotations, it is the sum of agreements of three possible annotation pairs divided by three.
The second row shows an IAA for all three annotations together, which is a more rigid
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measure than the pairwise average: e.g. combinations “yes-yes-maybe” and “yes-maybe-
no” are considered as disagreements for an exact match (left column), thus obtaining 0
and 0, respectively (whereas corresponding pairwise average values in the first row would
be w = % and &3"‘0 = 0, respectively). The latter combination “yes-maybe-no” is
a disagreement (=0) even with uncertainty tolerance (but would be rated 1049 = 1 in
the average pairwise match).

The third column represents Cohen’s « (generalized for multiple annotators in the
last row), i.e., the inter-annotator agreement above the chance counted from individual
annotators’ preferences for their answers (roughly speaking, from their ‘average answers’).
The last column is a weighted variant of « (called «,, for two annotators and «,; for multiple
annotators, see an extended version of [1]). Weights for disagreement were set as follows:
“yes-no” is not an agreement at all (Gyesno = 0), but “yes-maybe” and “no-maybe” is
counted as a partial agreement (Gyes,maybe = % and ano,maybe = %). The third row shows
generalizations of « coefficients for multiple annotators, which is claimed to be “a better
practise” than an average of pairs by [1].

TAA TAA K Rw, Ok
exact uncertainty unweighted weighted
match  tolerance

Average pairwise match 89.7% 92.6% 0.602 0.688

Match of all three annotators 85.3% 88.9%
Agreement above chance
for three annotators 0.600 0.686

Table 3. Inter-annotator agreement and « statistics of three parallel annotations

3.4 Golden Data

The sentences with exact agreement across three involved annotations form the so called
golden data. The sentences with disagreement were manually re-annotated in order to
resolve disagreement and to unify the annotations. On the basis of the golden data, we
obtained verbonominal combinations which can be further applied in the lexicographic
description of Czech light verbs. The overall statistics on the golden data is provided in
Table 4. The numbers of light usages of each verb involved in the experiment are provided
in the Appendix.
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Annotated sentences 5,900
Sentences with light verb usages 855
Sentences with uncertain light verb usages 18
Sentences with full verb usages 5,027
Verbonominal combinations 893
Verb lemmas annotatated 59
Verb lemmas with light usages 48

Table 4. Overall statistics on the golden data

4 Conclusion

We have described an experiment with the identification of Czech light verb usages. This
experiment consisted of two parts: in the first part, we have explored the possibility to
identify the inventory of Czech verbs allowing for light usages; in the second part, we
have examined the criteria adopted for distinguishing light usages of a verb from its full
ones.

As a result of the first part, we have suggested the hypothesis that the possibility of
Czech verbs to be used as light verbs is connected to their semantic class membership
(exchange, location, motion, transport verbs and verbs with generic meaning) rather than
to their high frequency. However, the hypothesis has to be further examined esp. on low
frequency verbs belonging to the selected semantic groups.

In the second part of the experiment, the reliability of distinguishing light usages of a
verb from its full ones on the basis of the adopted criteria — the reduction test and the coref-
erence test — has been examined. The achieved inter-annotator agreement (IAA 85.3% and
Ky 0.686) appears to be promising.

Further, as a result of the annotation process, the golden data that consists of the sen-
tences with exact agreement and the sentences with a resolved disagreement has been
obtained. The golden data contains 893 instances of combinations of light verbs and pred-
icative nouns. These data will be further exploited as the lexical stock in the lexicographic
representation of Czech light verbs in the valency lexicon of Czech verbs VALLEX.
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Appendix: List of verbs annotated within the experiment

This appendix lists the verbs involved in the annotation process sorted with decreasing
frequency in CNC. It provides the numbers of their light usages stored in the golden data.
Some of these verbs were not found capable of creating light usages (at least in the exam-
ined data) — these have a dash in the second column.

uncertain light uncertain light
verb light usages usages verb light usages usages
mit 36 1 sedét -
jit 7 drzet 4 3
stat 3 1 ztratit 43 1
dat 23 1 uzavrit 34 1
dostat 30 2 leZet 2
uvést 12 meénit -
prijit 13 vybrat -
délat 14 zastavit 9
ziskat 43 podat 19
patfit - pohybovat -
vést 38 jezdit -
udélat 26 1 zalozit 3
najit 3 nést 28
ziistat 3 kon¢it 50 1
dojit 35 pridat 4
vratit 2 projit 7
nechat 4 obratit 4
platit - ucinit 30
vzit 6 vystoupit 2
dosdhnout 52 1 staveét 4 1
skoncit 64 sejit 2
pfipravit 9 1 udrZet 22 1
ukdzat 1 polozit 15
prijmout 26 padnout 27
vydat 15 prevzit 37
pocitat - pustit 20
vypadat - hodit -
vyjit 2 1 prejit 17
chodit - zvednout 1
postavit 4 1
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Abstract. The present paper aims to provide corpus-based description of Czech
deverbal nouns that allow for modification by Agent expressed by prepositionless
instrumental, Ai(Ins). As the starting point we give frequency data of selected
nouns derived from transitive verbs. Then we focus on nouns derived from
intransitive verbs and show that modification by A;(Ins) is possible not only with
nouns derived from verbs that can be passivized, but also with nouns the source
verbs of which cannot be changed to passive. The latter issue represents the most
contributive finding of the paper; it concerns especially nouns derived from
reflexive verbs, both transitive and intransitive. We also improve the up-to-now
description by taking into consideration not only Czech nouns derived from verbs
by productive means (e.g. domlouvdni ‘talking’) but also the non-productively
derived ones (e.g. domluva ‘caution’), mostly left aside. Finally, the corpus
material also gives an evidence for usage of theoretically ungrammatical
constructions in which the second complementation (Az) is omitted on the surface
and only Ai(Ins) is expressed, e.g. vyhroovdni zaméstmavatelem ‘threatening by
the employer’, domiuva strdZniky ‘caution by police officers’; the corpus-based
examples lead to the revision of the statement about ungrammaticality of such
constructions.

1 Introduction

Agents expressed by prepositionless instrumental (Ins) modifying Czech deverbal nouns
have been studied mainly in connection with two topics: (i) relation of a nominalized
structure with Agent in the form of Ins, i.e. Ai(Ins), to the corresponding passive verbal
construction, and (ii) an action meaning (reading) of the noun modified by A (Ins); in the
present paper, we focus on the topic (i), while the topic (ii) is only marginally discussed?.
Both topics have been primarily studied on the material of nouns derived from transitive
verbs; nouns derived from intransitive verbs have been marginally dealt with, on the basis
of only few examples, and thus they deserve to be studied in detail. Traditionally, Czech
nouns derived from verbs by productive means are in the centre of attention (e.g.
“transitive” nouns osetieni ‘treating’, predndseni ‘lecturing’, and “intransitive” nouns
domlouvdni ‘talking-IPFV’ / domluveni ‘talking-PFV’, dotykdni se ‘touching-IPFV’ / dot-
knuti se ‘touching-PFV’), while nouns derived from verbs by non-productive means or by
the zero suffix are often left aside (e.g. the “transitive” noun vyuka ‘teaching / instruction’
and “intransitive” nouns domluva ‘caution’, dotyk ‘touch’).

! The research reported in the paper was supported by the Czech Science Foundation under the
project P406/12/P190.

? The possibility to be modified by Ai(Ins) serves as one of criteria for identifying an action
meaning (reading) of the noun [7], [1], [21, p. 22], [20]. In real communication, A(Ins) is very
rare [14, p. 123], [16, p. 80], [12, p. 59].
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Our approach to issues of valency of Czech deverbal nouns is based on the theory of
valency (especially valency of verbs) as developed in the framework of Functional
Generative Description by [17], [18]. In accordance with this approach we consider the
complementation expressed by prepositionless instrumental to be Agent (Actor, ACT).

As for the relation of nominalized structures with Ai(Ins) to verbal passive
constructions, the structures given in (2) and (4) are considered to be parallel to the
structures given in (1) and (3), cf. [11], [9], [18], among others.

(1) lékar oSeti pacienta
‘the doctor will treat the patient.

(2) lékarovo oSetrent pacienta
‘doctor’s treating of the patient’

(3) pacient byl osetren lékarem
‘the patient was treated by a doctor.

(4) pacientovo oSetieni lékarem
patient-ADJ.POSS treating-NOM.SG doctor-INS.SG
‘patient’s treating by a doctor / treating of the patient by a doctor’

However, passivization is not limited to syntactically transitive verbs. According to [10]
Czech verbs can be passivized when they have minimally two actants (A, and A,), one of
which (A,) affects the second one (A;). This situation covers not only syntactically transi-
tive verbs, but also some intransitive ones, cf. (5). As for reflexive verbs, they are consid-
ered not to allow to be changed to passive, however, some exceptions exist, cf. (6) to (9).

(5) Blondynkdm je nadrzovdano / pomdhdno / lichoceno

blond-DAT.PL be-3.SG.PRES favour-PASS.PART / help-PASS.PART /
flatter-PASS . PART

‘Blonds are favoured / helped / flattered’

(6) Soudce se pant kucharky tdzal / dotdzal, zda...
judge-NOM.SG REFL lady-GEN.SG cook-GEN.SG ask-3.SG.PRT if...
‘The judge asked the lady cook if...’

(7) Pani kucharka byla soudcem tdzdna / dotdzdna, zda...
lady-NOM.SG cook-NOM.SG be-3.SG.PRT judge-INS.SG ask-PASS.PART if...
‘The lady cook was asked by the judge if...’

(8) Petra se dotklo jedndni toho cloveka
Peter-GEN.SG REFL offend-3.SG.PRT action-NOM.SG that-GEN.SG man-GEN.SG
‘action of that man offended Peter’
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(9) Petr byl dotcen jedndnim toho cloveka
‘Peter was offended by the action of that man’

According to [9, pp. 40-41] and [20, pp. 43-44], Czech deverbal nouns derived from
intransitive verbs allow for modification by Ai(Ins) when a noun is derived from
non-ergative verbs, cf. (10) to (13), while with nouns derived from non-accusative verbs
modification by Ai(Ins) is ungrammatical, cf. (14) and (15).

(10) holkdm je nadrZovdno ucitelem
girl-DAT.PL be-3.SG.PRES favour-PASS .PART teacher-INS.SG
‘girls are favoured by the teacher’

(11) nadrzovdni holkdm ucitelem
favouring girl-DAT.PL teacher-INS.SG
“favouring girls by the teacher’

(12) synovi je domlouvdno starostlivou matkou
son-DAT.SG be-3.SG.PRES talk-PASS.PART worried-INS.SG mother-INS.SG
‘son is talked to by his worried mother’

(13) domlouvdni synovi starostlivou matkou
talking. NOM.SG son-DAT.SG worried-INS.SG mother-INS.SG
‘talking to the son by his worried mother’

(14) *propadnuti obci majetkem
passing village-DAT.SG property-INS.SG
‘passing to the village by the property’

(15) *unikdni straznikiim St astnym vézném
escaping. NOM.SG policeman-DAT.PL happy-INS.SG prisoner-INS.SG
‘the escaping to the policemen by the happy prisoner’

Considering both nouns derived from transitive and intransitive verbs, modification by
Ai(Ins) is expected only when A is present [9, p. 40], [20, p. 41], cf. (16) to (18).

(16) *predndseni Evou
lecturing Eve-INS.SG
‘lecturing by Eve’
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(17) *vypraveni ovci babickou
telling sheepish-INS.SG grandma-INS.SG
‘the telling by the sheepish grandma’

(18) *nadriovdni ucitelem
favouring teacher-INS.SG
“favouring by the teacher’

Karlik [9] studied in detail the relationship between internal structure of Czech nouns
derived from verbs by productive means and their syntactic behaviour and claims that the
structures given in (2) and (4) do not show structural differences corresponding with the
active — passive voice distinction, therefore Ai(Ins) cannot be licensed through
passivization (see also [21, p. 22]).

2 Nouns Modified by A,(Ins): Corpus-based Observations

In the present paper, we focus on nouns derived from intransitive verbs (Section 2.2),
because they have been only marginally dealt with and so they are less theoretically
described than nouns derived from transitive verbs. “Intransitive” nouns do not represent
the typical examples of nouns modified by A;(Ins) and even the linguistic intuition of
native speakers sometimes fails when language correctness of such constructions is
discussed. In such a case we need sufficient source of data to prove or disprove our
expectation or hypothesis; representative and balanced corpus data are irreplaceable then.

Non-typical and also rare examples of “intransitive” nouns modified by A;(Ins) can be
better evaluated when compared with typical examples of nouns modified by A (Ins), i.e.
with nouns derived from transitive verbs. Thus we also probe into valency behaviour of
selected “transitive” nouns (Section 2.1) in order to see how often these nouns occur with
the modification by A,(Ins). With most of “transitive” nouns we do not have doubts about
the language correctness of the A;(Ins) modification, however frequency of the
modification based on corpus material has not been examined yet.

We do not use the terms non-accusative and non-ergative verbs, but try to identify
particular semantic classes of the nouns (e.g. nouns of communication, nouns of mental
action, nouns of motion)’.

In the paper, we present results of searching for “intransitive” as well as “transitive”
nouns modified by A;(Ins) in morphologically annotated subcorpora of the Czech National
Corpus (CNC; Cesky ndrodni korpus); the following five CNC subcorpora were used:
SYN2000, SYN2005, SYN2006PUB, SYN2009PUB and SYN2010. The nouns with the
A;(Ins) modification were mostly searched for by the following queries: ([lemma="..."]
[!(tag="[ZIVIJ].*")]{0,5} [tag="N...7.*"]) or ([lemma="..."] [!(tag="[ZIRIVI]].*")]{0,5}
[tag="N...7.*¥"]). All found examples were manually checked and absolute frequencies of
the examples that really match the required structure are summarised in Tables 1-4; we

* For identification of the appropriate semantic class of the nouns, we use semantic classification
of source verbs of the nouns, captured in the valency lexicon of Czech verbs, VALLEX [15].
However, VALLEX provides the information on the semantic classes only for selected verbs,
thus some source verbs of nouns that we study in the paper are not semantically classified, e.g.
doZit se ‘to live to’, dovoldvat se ‘to call for’, ujmout se ‘to take care’, vzddt se ‘to surrender’.
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separate examples of nouns modified by both A,(Ins) and another participant A, (category
A in the Tables) from constructions with A,(Ins) modification only (category B in the
Tables; for more details see Section 3).

The manual checking of all found examples includes syntactic as well as semantic
analysis of found strings. For example, we excluded all strings in which the form of
instrumental could be interpreted as another participant or a free modification, especially
the complementations with the semantico-syntactic function of means (marked in the
paper by the functor MEANS, e.g. lokdini oSetieni kortikoidem MEANS ‘local treatment
by a corticoid’, pripojeni telefonem MEANS ‘connection using the phone’, dotazovdni
telefonem. MEANS ‘questioning using the phone’) and direction “which way” (marked in
the paper by the functor DIR2, e.g. priinik obranou.DIR2 ‘penetration through the
defence’). We had also to exclude numerous ambiguous constructions, cf. examples with
the nouns dotykdni se ‘touching-IPFV’ and dotknuti se ‘touchingPFV’, exhibiting
ambiguity of ACT and MEANS, cf. (19) and (20), and the example with the noun
vypomoc ‘help’, illustrating ambiguity of ACT and Patient (PAT), cf. (21).

(19) dotykdni se oblakii. PAT konecky prstii. ACT/MEANS
touching REFL cloud-GEN.PL fingertip-INS.PL
‘touching of clouds by fingertips’

(20) dotknuti se zemé PAT ... dolni koncetinou. ACT/MEANS (SYN2010)
touching REFL ground-GEN.SG lower-INS.SG extremity-INS.SG’
‘touching of the ground by the lower extremity’

(21) v¥pomoc primou pecovatelskou sluzbou. ACT/PAT (SYN2009PUB)
help direct-INS.SG nursing-INS.SG service-INS.SG
‘help by direct nursing service / help with direct nursing service’

2.1 Nouns Derived from Transitive Verbs

Nouns derived from transitive verbs represent very large group of nouns. For the present
corpus-based study we selected 15 productively derived nouns (13 non-reflexive nouns, see
Table 1, and 2 reflexive nouns, see Table 2) and 3 non-productively derived nouns (Table
3).

First we focused on nouns given as examples in the literature, i.e. oSetfeni ‘treating’,
vypraveni ‘telling’ and predndseni ‘lecturing’. Then we selected polyvalent (bivalent and
trivalent) nouns representing particular semantic classes, e.g. nouns of communication
(e.g. oznamovdni ‘announcing’, vyuka ‘teaching’), nouns of exchange (e.g. odebrdni ‘taking
away’, vrdceni ‘returning’, doddvka ‘delivery’), nouns of mental action (e.g. uvédomovdni
si ‘being aware’), nouns of ingestion (e.g. poZiti ‘ingestion’, konzumace ‘consumption’). As
for productively derived nouns, both aspectual counterparts were searched for (e.g.
odebirdni ‘taking-IPFV away’ / odebrdni ‘taking-PFV away’), provided they exist.
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According to absolute frequencies* of productively derived nouns, given in Table 1 and
Table 2, we can see that perfective nouns more often occur with A ,(Ins) modification than
imperfective ones.

As for the semantic classification, productively derived nouns of communication and
nouns of mental action modified by A(Ins) are the least frequent semantic classes.
However, although some of them represent really isolated examples, we can see that they
are unquestionably grammatically correct constructions. The second participant (mostly
PAT) is expressed by prepositionless genitive, cf. (22), (23) and (25), or a possessive
pronoun, cf. (26), or it is omitted on the surface, cf. (24).

(22) ditvody neoznamovdni trestného ¢inu.PAT obcany. ACT (SYN2000)

reason-NOM.PL non-announcing-GEN.SG criminal-GEN.SG offence-GEN.SG
citizen-INS.PL

‘reasons for non-announcing of a criminal offence by citizens’

(23) predneseni reviznich zprdv.PAT jednotlivymi cleny.ACT (SYN2000)

presentation-NOM.SG audit-GEN.PL report-GEN.PL particular-INS.PL
member-INS.PL

‘presentation of audit reports by particular members’

(24) rozliSent zdkladnich vypravécskych typii (vyprdvéni postavou.ACT iicastnou

v déji — vyprdveni vypravecem.ACT stojicim mimo déj) (SYN2005)

‘distinguishing basic narrative types (telling by a character taking part in an action —
telling by a narrator being outside an action)’

(25) zpiisob uvédomovdni si okolniho svéta.PAT danou postavou.ACT (SYN2010)

way being_aware-GEN.SG REFL outside-GEN.SG world-GEN.SG given-INS.SG
character-INS.SG

‘the way of being aware of the outside world by the given character’

v v

(26) u téchto statkit miizeme predpokldadat vétsi miru jejich. PAT uvédomeéni
Jednotliveem. ACT neZ v pripade... (SYN2005)

‘concerning this property we can suppose a larger degree of their realization by an
individual than in case...’

* Absolute frequencies given in Tables 1-4 would be better interpreted when supplemented with
relative frequencies (i.e. the ratio of the absolute frequencies to the frequency of lemmas of the
nouns as such).
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Noun SYN SYN SYN SYN SYN Total

2000 2005 2006 2009 2010

PUB PUB

A A |B |A |B |A B A |B |A B
odebirdni 1 0 1 3 0 5
‘taking-IPFV away’
odebrdni 3 2 |0 |8 1 |19 1 1 0 |33 |2
‘taking-PFV away’
oSetrovdni 0 3 12 |1 3 |3 8 0 1 7 14
‘treating-IPFV’
oSetrent 0 3 |6 |6 (33|14 129 |0 |5 23 177
‘treating-PFV’
oznamovdni 0 0 |0 |1 0 |0 0 0 0 1 0
‘announcing-[PFV’
ozndment 2 0 (1 |14 |2 |18 |9 0 1 34 |13
‘announcing-PFV’
poZivdani 3 0 |0 |1 1 |18 |4 0 1 22 |6
‘consuming-IPFV’
poziti 3 13 |1 |4 |0 |44 1 2 |0 |66 |2
‘ingestion-PFV’
predndsent 0 0 |0 |0 |0 |0 0 0o |0 |0 0
‘lecturing-IPFV’
predneseni 1 0 |0 |1 0 |3 0 0 0 |5 0
‘presentation-PFV’
vraceni 1 1 0 |3 0 |6 0 1 0 12 |0
‘returning-IPFV’
vrdceni 3 2 |2 |17 |4 |27 |3 1 3 150 |13
‘returning-PFV’
vypraveni 0 0 |3 1|0 1 |0 0 0 0 1|0 4
‘telling-IPFV’
Total 17 24 |15 |57 |45 (155 |155 |5 11 |258 |231

Table 1. Productively derived, non-reflexive, “transitive” nouns modified by A;(Ins): Ratio of

presence of the second participant to its absence
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Noun SYN SYN SYN SYN SYN Total

2000 2005 2006 2009 2010

PUB PUB

A |[B |A (B |[A B |A |B A |B |A B
uvédomovdni si 0 0 0 0 1 1 1 1
‘being-IPFV aware
REFL’
uvédomeni si 2 0o |2 0 |0 |0 0 0 1 0 |5 0
‘being-PFV aware
REFL’
Total 2 0o |2 0 |0 |0 0 1 2 0 |6 1

Table 2. Productively derived, reflexive, “transitive” nouns modified by A;(Ins): Ratio of presence
of the second participant to its absence

For the present study, we selected three non-productively derived “transitive” nouns,
representing three semantic classes, i.e. nouns of exchange (doddvka ‘delivery’), nouns of
ingestion (konzumace ‘consumption’) and nouns of communication (vyuka ‘teaching’).
According to absolute frequencies given in Table 3, the nouns are comparably frequent
when they are modified by A,(Ins). The second participant (mostly PAT) is expressed by
prepositionless genitive, cf. (26a), or a possessive pronoun, cf. (27), or it is omitted on the
surface, cf. (54) to (56) below.

Noun SYN SYN SYN SYN SYN Total

2000 2005 2006 2009 2010

PUB PUB

A B |A |[B |A B |A |B A |B |[A |B
doddvka 5 1 |4 1 |4 10 1 24
‘delivery’
konzumace 1 0 |5 1 8 |4 23 |8 2 3 39 116
‘consumption’
vyuka 0 1|1 1 |3 1|0 17 |8 3 13 |24 |13
‘teaching’
Total 6 |2 |10 |3 1514 |50 |18 |6 |6 |87 |33

Table 3. Non-productively derived, “transitive” nouns modified by A;(Ins): Ratio of presence of
the second participant to its absence

(26a) prehodnotili doddvku tepla PAT firmou.ACT Thermo DDK (SYN2000)
re-evaluate-PRT delivery-ACC.SG heat-GEN.SG company-INS.SG Thermo DDK
‘(they) re-evaluated delivery of heat by the company Thermo DDK’
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(27) ... alkohol. Myslim tim jeho .PAT konzumaci spickovymi hrdci.ACT.
(SYN2009PUB)

... alcohol. I mean it-PRON.POSS consumption-ACC.SG top-INS.PL player-INS.PL
‘... alcohol. I mean its consumption by top players.’

2.2 Nouns Derived from Intransitive Verbs

Concerning nouns derived from intransitive verbs, our method is to predict particular
nouns that, according to our linguistic intuition, could allow for the modification by
A;(Ins) and then to verify whether the nouns occur with the modification in the selected
CNC subcorpora, mentioned above. We elaborated lists of both productively and
non-productively derived “intransitive” nouns. We applied the same procedure as with the
“transitive” nouns (described in Section 2), including manual checking of all found
examples in all five CNC subcorpora used. However, the “intransitive” nouns modified by
Ai(Ins) are considerably less frequent than the “transitive” ones (on the average, we found
2 examples of each “intransitive” noun in some of the five CNC subcorpora). Thus we cite
the absolute frequencies of the respective constructions only in one summarizing table
(Table 4). Again, examples of nouns modified by both A;(Ins) and another participant or
complementation (A,; category A in the Table) are separated from constructions with
A;(Ins) modification only (category B in the Table; for more details see Section 3).

“Intransitive” nouns |Nouns derived from non-reflexive |Nouns derived from reflexive verbs
and their verbs
modifications Productively Non-productively |Productively Non-productively
derived nouns derived nouns derived nouns derived nouns
(5 lemmas) (2 lemmas) (8 lemmas) (2 lemmas)
Ai(Ins) + A, 9 1 14 2
(category A)
Ai(Ins) only 3 5 3 0
(category B)
Total 12 6 17 2

Table 4. “Intransitive” nouns modified by Ai(Ins): Ratio of presence of the second
complementation to its absence (on data of five CNC subcorpora)

Although the examples of “intransitive” nouns modified by A,(Ins) are rather rare we
consider the constructions to be grammatically correct®. In the following sections, we
classify the nouns according to the form of the second complementation, distinguishing two
basic groups of the “intransitive” nouns, i.e. nouns derived from verbs that can be
passivized (Section 2.2.1) and nouns derived from reflexive verbs (Section 2.2.2).

5 The situation is similar to that of productively derived, “transitive” nouns of communication,
discussed in Section 2.1.
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2.2.1 Nouns Derived from Verbs that Can be Passivized

Considering nouns derived from verbs that can be passivized, we started with the two
nouns mentioned in [9, p. 41] and [20, p. 43], i.e. domlouvdni ‘talking-IPFV’ and
nadrZovdni ‘favouring-IPFV’, and then extended the list by semantically or syntactically
similar nouns, especially by nouns of communication and nouns of mental action with
a participant, i.e. Patient or Addressee (ADDR), in the dative form. We searched for 17
productively derived nouns® and for 5 non-productively derived nouns’. A;(Ins) was found
with 3 productively derived nouns, i.e. vyhroZovdni ‘threatening-IPFV’, napomdhdni
‘helping-IPFV / aidingIPFV’, porozumeéni ‘understanding-PFV’, cf. (27a) to (29), and with
2 non-productively derived ones, i.e. vypomoc ‘help’, cf. (30), and domluva ‘caution’; the
noun domluva ‘caution’ occurred with Ai(Ins) only, cf. (57) in Section 3.

(27a) napomdhdni tomuto trestnému Cinu.PAT stdtnimi orgdny.ACT (SYN2009PUB)
aiding this-DAT.SG criminal-DAT.SG offence-DAT.SG state-INS.PL body-INS.PL
‘aiding and abetting by state (power) bodies’

(28) vyhroZovdni rozhodcim. ADDR trenérem. ACT (SYN2006PUB)
threatening referee-DAT.PL coach-INS.SG
‘threatening to the referees by the coach’

(29) porozumeni veci.PAT sirst verejnosti. ACT (SYN2006PUB)
understanding issue-DAT.SG general-INS.SG public-INS.SG
‘understanding the issue by the general public’

(30) ... okomentoval yv¥pomoc domdcimu tymu. ADDR sudimi.ACT ... trenér
(SYN2009PUB)

comment-PRT help-ACC.SG home-DAT.SG team-DAT.SG referee-INS.PL
coach-NOM.SG

‘the coach commented on the help to the home team by the referees’

After that, we searched the CNC subcorpora for nouns the source verbs of which can
be passivized and, at the same time, they can be modified by a participant (mostly PAT),
or an obligatory free modification (direction “where”, marked by the functor DIR3) which
is expressed by a prepositional group. We searched for 9 productively derived nouns® and

¢ Namely domlouvdni ‘talking-IPFV’ / domiuveni ‘talking-PFV’, diivéfovdni ‘trusting-IPFV’,
krivdeni ‘wronging-IPFV’ / ukrivdéni ‘wronging-PFV’, lichoceni ‘flattering-IPFV’, naddvdnit
‘scolding-IPFV’, nadrzovdni ‘“favouring-IPFV’, napomdhdni ‘helping-IPFV / aiding-IPFV’,
podlézdni  ‘bootlicking-IPFV’, pomdhdni ‘helping-IPFV’, porozuméni ‘understanding-PFV’,
spildni ‘berating-IPFV’, uvefeni ‘coming to believe’, vynaddni ‘dressing down’, vyhroZovdni
‘threatening’, zabrdnéni ‘preventing-PFV / prevention’.

Namely domluva ‘caution’, lichotka ‘flattery’, naddvka ‘insult’, vyhriizka ‘threat’, vypomoc ‘help’.
Namely pronikdni ‘penetrating-IPFV’ / proniknuti ‘penetrating-PFV’, prihliZeni ‘taking into
account-IPFV’ / prihlédnuti ‘taking into account-PFV’, prispivdni ‘contributing-IPFV’ / prispéni
‘contributing-PFV’, pristoupeni ‘joining-PFV / accession’, vniknuti ‘penetrating-PFV / entry’,
vzpomindni ‘remembering-IPFV”.

)
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for 1 non-productively derived noun, i.e. prinik ‘penetration’. A;(Ins) was found only with
2 productively derived nouns, i.e. pristoupeni ‘joining-PFV / accession’ and vniknuti
‘penetratingPFV / entry’, cf. (31) and (32).

(31) mozZnost pristoupeni k dluhu.PAT rodinnymi prislusniky. ACT (SYN2009PUB)
possibility accession-GEN.SG to debt-DAT.SG family-INS.PL member-INS.SG
‘possibility of accession to the debt by the family members’

(32) pri neoprdvnénych vniknutich do krypty.DIR3 samozvanymi sprdavci. ACT
byvalého koncentracniho tdbora (SYN2006PUB)

‘during unjustified entries to the crypt by self-proclaimed administrators of the former
concentration camp’

2.2.2 Nouns Derived from Reflexive Verbs

Reflexive verbs are considered not to allow to be changed to passive. However, our
corpus-based material shows that some nouns derived from reflexive verbs can be
modified by Ai(Ins). It concerns especially productively derived nouns (see examples
below). Contrary to expectations, Ai(Ins) was found also with one non-productively
derived noun (derived from verbs with a participant expressed by prepositionless genitive),
i.e. dotyk ‘touch’, cf. (40). As for the reflexive particle se / si accompanying nouns derived
by productive means (the particle is labeled by REFL in following examples), according to
occurrences found in CNC subcorpora used, the particle is often kept but it can also be
omitted. Non-productively derived nouns do not keep it at all [8, p. 188].

The most numerous subgroup of the nouns derived from reflexive intransitive verbs is
represented by the nouns derived from verbs with a participant expressed by
prepositionless objective genitive, e.g. productively derived nouns dotazovdni se
‘questioning-IPFV’, dotknuti se ‘touching-PFV’, dovoldni se ‘calling-PFV for’, doZiti se
‘living-PFV to’, ujimdni se ‘taking-IPFV care’, vzddni se ‘waiving-PFV’, zmocnéni se
‘seizing-PFV / seizure’, see (33) to (39), and one non-productively derived noun, doryk
‘touch’, cf. (40). Although some nouns derived from verbs with a participant (PAT or
ADDR) expressed by prepositionless genitive allow for modification by PAT or ADDR
expressed by a possessive pronoun (e.g. jejich. ADDR dotazovdni ‘their questioning’, cf.
Koléfova, to appear), there is no occurrence of combination of PAT or ADDR expressed
by a possessive pronoun and Actor expressed by prepositionless Ins, but only occurrences
of combination of PAT or ADDR in prepositionless genitive and Actor in instrumental.

(33) dotazovdni 31 analytikit. ADDR agenturou. ACT Bloomgerg (SYN2000)
questioning-NOM.SG 31 analyst-GEN.PL agency-INS.SG Bloomgerg
‘questioning of 31 analysts by the agency Bloomberg’

(34) dotknuti mice PAT predchozim hrdcem.ACT (SYN2009PUB)
touching ball-GEN.SG preceding-INS.SG player-INS.SG
‘touching of the ball by the preceding player’
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(35) dovoldni se neplatnosti. PAT smlouvy tim. ACT, kdo neplatnost sdm zpuisobil
(SYN2009PUB)

calling_for REFL invalidity-GEN.SG contract-GEN.SG that-INS.SG
‘calling for the invalidity of the contract by that who caused the invalidity himself’

(36) dofiti se konce.PAT pojisténi pojistenym. ACT (SYN2009PUB)
living_to REFL end-GEN.SG insurance-GEN.SG insured-INS.SG
‘living to the end of the insurance by the insured’

(37) ujimdni se zvirdtek. PAT hodnymi lidmi. ACT (SYN2006PUB)
taking_charge REFL (small_)animal-GEN.PL good-INS.PL people-INS
‘taking charge of small animals by good people’

(38) vzddni se tohoto prava.PAT zamésmavatelem. ACT (SYN2010)
waiving REFL this-GEN.SG right-GEN.SG employer-INS.SG
‘waiving of this right by the employer’

(39) zmocneéni se televize. PAT teroristy. ACT (SYN2009PUB)
seizure REFL television-GEN.SG terrorist-INS.PL
‘seizure of the television by terrorists’

(40) Dotyk site PAT hracem.ACT neni chybou (SYN2006PUB)
touch net-GEN.SG player-INS.SG is not a mistake
‘Touch of the net by a player is not a mistake.’

Modification by Ai(Ins) could also be possible with nouns derived from reflexive
intransitive verbs with a participant expressed by prepositionless dative. We searched for
the following productively derived nouns, i.e. posmivdni se ‘laughing-IPFV’, vysmivdni se
‘mocking-IPFV’, vyhybdni se ‘avoiding-IPFV’ / vyhnuti se ‘avoiding-PFV’, and for one
non-productively derived noun, i.e. vysméch ‘mockery’. However, Ai(Ins) was found only
with the non-productively derived noun vysmech ‘mockery’, cf. (41).

(41) vysmech pravu.PAT zdstupcem.ACT stdtni moci (SYN2009PUB)
mockery law-DAT.SG representative-INS.SG state power-GEN.SG
‘mockery of law by a state power representative’

Agent expressed by the form of instrumental is possible also with some nouns derived
from reflexive intransitive verbs with an obligatory free modification expressed by
a prepositional group (or an adverb), e.g. productively derived noun vioupdni se
‘breaking-PFV in / break-in’, cf. (42).

(42) vioupdni nezndmym pachatelem.ACT do kiosku.DIR3 se spotfebnim zboZim
(SYN2000)

‘break-in by an unknown perpetrator into the kiosk with consumer goods’
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3 Constructions with A{(Ins) only

It has been already mentioned that both nouns derived from transitive and intransitive
verbs are expected to allow modification by Ai(Ins) when A is present; in other words,
constructions in which only Ai(Ins) is expressed are considered to be ungrammatical, cf.
Karlik [9, p. 40], Prochdzkova [20, p. 41] and examples (16) to (18) above.

'In the present paper, on the basis of studied corpus material, we would like to point out
that various nouns occur with A;(Ins) not only when A is present, but also when A is
omitted on the surface.” Thus the theoretical statement about ungrammaticality of such
constructions should be specified.

A classification of deletion types is closely related to the type of coreference between
the deleted word and its antecedent; the coreference may be grammatical'® or textual; for
types of deletions in nominalized structures see [12, pp. 83-86], among others.

We have found numerous occurrences of deletion of A» based on textual coreference.
The antecedent of the deleted A, can be easily determined from the previous or following
context, however the coreference relation cannot be explained by grammatical properties
of the constructions. The deletions of A, based on textual coreference apply to both nouns
derived from transitive verbs and nouns derived from intransitive verbs. Again, it concerns
nouns derived by productive means as well as nouns derived by non-productive means. As
for productively derived nouns, constructions in which A, is omitted on the surface are
represented by both perfective and imperfective nouns. However, according to absolute
frequencies of “transitive” nouns, given in Table 1 and Table 2, the constructions are more
frequent with the perfective nouns; with some imperfective nouns they do not occur at all.

° Even one of the nouns listed in the constructions that are in the literature considered to be
ungrammatical, i.e. the noun vyprdveni ‘telling’, occurs in CNC subcorpora with A;(Ins) only,
cf. (17) and (24) above, and Table 1.

1 We have found few occurrences in which the antecedent of the omitted A, could be identified
on the basis of grammatical coreference; it concerns several verbs exhibiting the property of
Control and their derivates. For example, we think it is the case of the verbs predurcit / urcit
koho / co k emu ‘to predetermine sb to do sth / for sth’, and their adjectival derivates, i.e.
predurceny / urceny k cemu ‘predetermined for sth’; as for the verbs (not typical representatives
of verbs of Control), the grammatical coreference relation can be identified between the
Controller (i.e. PAT(Acc) of the verbs predurcit / urcit ‘to predetermine’) and the unexpressed
Controllee, which is ACT within the active embedded objective clause or its nominalization
modifying the verbs predurcit / urcit ‘to predetermine’ (e.g. predurcit koho, aby vykonal néco / k
vykondni ceho ‘to predetermine sb to do sth / for doing sth’) or PAT within the passive
embedded objective clause or its nominalization modifying the verbs predurcit / urcit ‘to
predetermine’ (e.g. predurcit vyrobek k tomu, aby byl konzumovdin / ke konzumaci ‘to
predetermine the product to be consumed / for consumption’). Typically, Controllee is an
unexpressed “subject” of an infinitival construction modifying a verb of Control, e.g. odhodlat se
odejit / k odchodu ‘to resolve to leave / for leaving’, however, also some verbs of Control without
possibility to express the respective complementation by an infinitival construction exist, see
[19]. We assume that in constructions of the verbs predurcit / urcit ‘to predetermine’ and their
adjectival derivates, the coreference relation between omitted A, and its antecedent can be
interpreted on the basis of grammatical coreference, cf. vyrobek (je) predurceny / urceny ke
konzumaci lidmi. ACT ‘the product (is) predetermined for consumption by people’, i.e.
konzumace vyrobku lidmi ‘consumption of the product by people’ is concerned.
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“Transitive” productively derived nouns with Ai(Ins) only (e.g. perfective odebrdni
‘taking away’, vrdceni ‘returning’, ozndmeni ‘announcing’, and imperfective osetrovdni
‘treating’, pozivdni ‘consuming’, uvédomovdni si ‘being-IPFV aware / realization’) are
illustrated in (43) to (48).

(43) ctyri [psi] jsou ... volni k odebrdni novym chovatelem.ACT (SYN2009PUB)
‘four [dogs] are ... free for taking away by a new breeder’

(44) pritkazka bude, po vrdceni postou.ACT, uloZena u nich (SYN2009PUB)
‘the identity card will be, after returning by the post office, deposited at their place’

(45) Po ozndmeni rodici. ACT policisté zacali po nezndmém muZi pdtrat.
(SYN20009PUB)
‘After announcing by parents, policemen began to search for an unknown man.’

(46) jeho zdravotni stav vyZaduje nezbytné oSetrovdni jinou osobou.ACT
(SYN2006PUB)

‘his health condition requires indispensably treating by another person’

(47) Maso nakaZenych zvitat je nevhodné pro poZivdani lidmi. ACT. (SYN2006PUB)
‘Meat of infected animals is not fitting for consuming by people.’

(48) Soubor prdyv... byl budovdn po staleti uvédomovdnim si lidskou inteligenci. ACT.
(SYN2009PUB)

‘Legal code was created during centuries by being_aware REFL by human
intelligence.’

“Intransitive” productively derived nouns with Ai(Ins) only (e.g. napomdhdni
‘helpingIPFV / aiding-IPFV’, vyhroZovdni ‘threateningIPFV’, vioupdni se ‘breaking-PFV
in / break-in’, dotazovdni se ‘questioning-IPFV’, vzddni se ‘surrendering-PFV’) are
exemplified in (49) to (53).

(49) jakékoli napomdhdni sestrickou.ACT je ... vylouceno. (SYN2009PUB)
‘any helping by the nurse is ... excluded’

(50) hornici mluvili predevsim o yvyhroZovdni zaméstmavatelem.ACT (SYN2005)
‘miners talked mainly about threatening by the employer’

(51) Kasické vloupdni nezndmym pachatelem.ACT. (SYN2000)
‘classic break-in by an unknown perpetrator’

(52) pri beznem dotazovdni pracovnikem.ACT (SYN2009PUB)
‘during common questioning by the worker’
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(53) zdnik platnosti zaregistrované ochranné zndmky napr. vzddnim se jejim
mayjitelem. ACT (SYN2006PUB)
‘expiration of the registered trademark e.g. by surrendering by its owner’

As for non-productively derived nouns, the “transitive” nouns with A;(Ins) only, i.e.
doddvka ‘delivery’, konzumace ‘consumption’, vyuka ‘teaching / instruction’, are illustrated
in (54) to (56).

(54) v oblasti findlnich doddvek velkou specializovanou firmou.ACT (SYN2000)
‘in the field of final deliveries by a big specialized company’

(55) néktert lideé voli moZnost yyuky soukromym lektorem.ACT. (SYN2009PUB)
‘some people choose the possibility of teaching by a private language assistant’

(56) rostliny, které... nejsou vhodné ke konzumaci clovekem. ACT (SYN2006PUB)
‘plants which ... are not fitting for consumption by a man’

The “intransitive” non-productively derived nouns with Ai(Ins) only, i.e. domluva
‘caution’, vypomoc ‘help’, are exemplified in (57) and (58). We find it interesting that there
is even no occurrence of the noun domluva ‘caution’ modified by Ai(Ins) and A
(hypothetical example domiuva détem strdZniky ‘caution / talking to children by police
officers’); there are three occurrences of the noun domiuva ‘caution’ modified by A;(Ins)
only, i.e. without any other participant expressed.

(57) Po domluvé strazniky.ACT déti z mista odesly. (SYN2009PUB)
‘After caution by police officers children leaved the place.’

(58) (in the context of the 30. anniversary of the occupation of former Czechoslovakia
in the year 1968)

30. vyroct prdtelské vipomoci spojeneckymi armddami. ACT (SYN2006PUB)

‘30. anniversary of the friendly help by allied armies’

As for “transitive” nouns, the ratio of presence of A, (category A) to its absence on the
surface (category B), in case a noun is modified by Ai(Ins), is captured in Tables 1-3;
concerning “intransitive” nouns, the ratio is given in Table 4.

However, regardless the numerous examples of constructions with A(Ins) only, given
above, there are nouns that probably really do not allow for modification by Ai(Ins)
without expression of A, on the surface, and thus constructions with these nouns are
hypothesized to be ungrammatical, cf. (59).

(59) 7ujimdni se hodnymi lidmi. ACT (introspective example)
taking_charge-NOM.SG REFL good-INS.PL people-INS
‘taking charge by good people’
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4 “Intransitive’’ Nouns: Discussion of the Results

In this section we summarize and discuss main observations concerning “intransitive”
nouns that, according to the corpus material, allow for Ai(Ins). The total number of the
“intransitive” nouns (lemmas) that occurred with Ai(Ins) is 17 (i.e. 13 productively
derived nouns and 4 non-productively derived nouns) and the total number of occurrences
of Ai(Ins) modifying the nouns is given in Table 4. However, despite the enlarged and
corpus material, we do not answer the question why some nouns do not occur with
Al(Ins).

Ai(Ins) occurs with nouns derived from verbs that can be passivized as well as with
nouns derived from reflexive verbs that do not allow to be changed to passive. These
observations seem to correspond to Karlik’s claim that the structures given above in (2)
and (4) do not show structural differences corresponding with the active — passive voice
distinction and thus A;(Ins) is considered not to be licensed through passivization.

Modification by Ai(Ins) is possible with “intransitive” nouns representing various
semantic classes: e.g. nouns of communication (e.g. dotazovdni se ‘questioning’,
vyhroZovdni ‘threatening’; domluva ‘caution’), nouns of mental action (e.g. porozumeéni
‘understanding’), nouns of motion (e.g. vniknuti ‘penetrating’), nouns of location (e.g.
vioupdni se ‘break-in’), nouns of contact (e.g. dotknuti se ‘touching’, zmocnéni se ‘seizing /
seizure’; dotyk ‘touch’), nouns of combining (e.g. pristoupeni ‘joining / accession’).

Considering forms of the second complementation, the “intransitive” nouns can be
modified by Ai(Ins) and at the same time by the second complementation (A») expressed
by a prepositionless case (not only prepositionless dative, mentioned in the literature, but
also prepositonless genitive)'' as well as by a prepositional group (or an adverb).

As for nouns derived from verbs with a participant expressed by prepositionless
genitive, an analogy to constructions corresponding to verbal transitive constructions is
possible, cf. (60) and (61). The original adverbal case (i.e. Acc vs. Gen) does not seem to
be so important. Ai(Ins) serves as one of possible forms for expression of Agent, used
especially in cases when a noun denotes an action and other forms of Agent (possessives or
genitive) are not possible or they are not proper from another reason; for example, it is
well-known that a possessive adjective can be derived only under certain conditions; as for
the genitive form of the Agent, in case A is expressed, it would lead to constructions with
double post-nominal genitives, cf. (62). One of the reasons for usage of Ai(Ins) instead of
Ai(Gen) in case A is omitted on the surface, is probably the fact that the genitive form
may be syntactically ambiguous, thus the form of instrumental is used to avoid the
ambiguity; we have in mind especially the case of the syntactic ambiguity of ACT and
PAT, cf. (63), or the syntactic ambiguity of ACT and ADDR, cf. (64). Usage of A(Ins)
instead of A1(Gen) in order to avoid syntactic ambiguity of the genitive form holds also for
nouns derived from transitive verbs, cf. (65) and (66).

(60) prepadent televize.PAT teroristy. ACT (introspective example)
attacking television-GEN.SG terrorist-INS.PL
‘attacking of the television by terrorists’

' Prepositionless instrumental is probably impossible as such a hypothetical construction would
consist of two participants expressed by Ins, e.g. ??pohrddni kym PAT kym.ACT ‘contempt of sb
by sb’, ?ndkaza ¢im.PAT kym.ACT ‘getting infected with sth by sb’.
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(61) zmocneéni se televize.PAT teroristy. ACT (SYN2009PUB)
seizure REFL television-GEN.SG terrorist-INS.PL
‘seizure of the television by terrorists’

(62) dofiti pojistené osoby.ACT sjednaného konce PAT pojisteni (SYN2009PUB)
living_to insured-GEN.SG person-GEN.SG agreed-GEN.SG end-GEN.SG
insurance-GEN.SG

‘living of the insured person to the agreed end of the insurance’

(63) sudi piskaji kazdy dotvk hrace. ACT/PAT jako faul (SYN2006PUB)
‘Referees signal by a whistle every touch of the player as a foul.’
‘the player touches / the player is touched’

(64) dotazovdni pracovnika. ACT/ADDR (introspective example)
questioning-NOM.SG worker-GEN.SG
‘questioning of the worker, i.e. the worker asks / the worker is asked’

(65) poskytovat informace pouze na zdkladé zmocnéni rektora. ACT/PAT (introspective
example)

to give information only on the basis of authorization rector-GEN.SG

‘to give information only on the basis of authorization by the rector / of the rector’

(66) poskytovat informace pouze na zdklade zmocnéni rektorem. ACT (SYN2006)
to give information only on the basis of authorization rector-INS.SG
‘to give information only on the basis of authorization by the rector’

Other “intransitive” nouns seem to use the instrumental form of Agent analogically as
well, although the second complementation is expressed by the form different from
prepositionless genitive.

Considering nouns derived from verbs by productive means, we suppose the nouns
modified by Ai(Ins) exemplified in the present paper denote an action. Also several nouns
derived from verbs by non-productive means occurred with Ai(Ins), e.g. domluva
‘caution’. It would be interesting to study in detail whether the non-productively derived
nouns denote an action as well. However, this issue goes beyond the major topic of this
paper, and so we leave it for further research.

5 Conclusion

Czech nouns derived from intransitive verbs, both productively and non-productively
derived nouns, allow for modification by Ai(Ins) to a higher extent than it has been
expected. However, in comparison with “transitive” nouns they are less frequent. On the
basis of corpus material, we considerably increased the list of “intransitive” nouns that
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allow for A;(Ins) modification and provided more detailed classification of the nouns
according to the form of the second complementation and the semantic class the noun
belongs to. It has turned out that modification by A (Ins) is possible not only with nouns
derived from verbs that can be passivized, but also with nouns the source verbs of which
cannot be changed to passive (it concerns especially nouns derived from reflexive verbs,
both transitive and intransitive). Modification by A (Ins) is possible even when the second
complementation A, is omitted on the surface, which should lead to the revision of the
non-specific statement about ungrammaticality of such constructions.
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Corpus-based Online Word Formation Exercises for
Advanced Learners of English — Challenges and Solutions

Grzegorz Krynicki

Faculty of English, Adam Mickiewicz University, Poznan, Poland

Abstract. The paper presents the design and operation of an online platform for
word formation practice. The system is based on a pre-defined list of pairs of base
and derived forms and usage examples drawn automatically from the British
National Corpus. A procedure for the extraction of example sentences is outlined.
Results of 372 users’ interacting with the system for over 4.5 month are reviewed.
The question about what factors influence users’ evaluation of specific exercises as
more difficult is addressed. The results may be relevant in the area of language
testing, preparation of examination materials, student-teacher online interaction
and teaching English word formation.

1 Word Formation in Learning English as a Foreign Language

Advanced learners of English willing to expand their vocabulary appreciate the study and
practice of word formation. Knowing how to combine a small set of particles (prefixes
like non-, im-, de- or suffixes like -able, -ish, -ly) with a few base words may increase
learner’s vocabulary significantly and with minimum effort. For example, knowing what
these particles mean and the meaning of the simple root morpheme port (‘to send’ or
‘carry’) most advanced learners would also probably guess the meanings of export,
import, deport, portable and transport. To look at it from another perspective — in the
British National Corpus (BNC) the prefix over- begins 2013 different word types
[4, p. 13]. Knowing how over- influences the meaning of words it is attached to allows to
know close to half of what each of these 2013 words means.

The set of corpus-based gap fill exercises in word formation described in this paper is
based on two major sources, a word formation list of 1,929 tokens [11] and the British
National Corpus of 100 million tokens. The word formation list was prepared for 1-3BA
and 1MA students of the Faculty of English, Adam Mickiewicz University in Poznan,
Poland by teachers of practical English. However, they can be useful to all advanced
learners of English (from B2 to C2 in CEFR). The list of word forms was compiled
based on articles and course-books used by students of English philology. They illustrate
most word-formation mechanisms (prefixation, suffixation, compounding, clipping etc.)
and cover a wide range of general topics. All example sentences were drawn from the
BNC (BNC 2001) to ensure that the language used in these activities is authentic and
varied.

These exercises are aimed at advanced students of English who want to:

« improve their receptive and productive command of English vocabulary,

+ inductively learn English word formation rules,

« overcome the interference from their native tongue morphology,

+ master vocabulary in authentic sentence context,

* learn Polish equivalents of English complex words (although the knowledge of
Polish is not necessary to benefit from all other aspects of the exercises),

« practice for advanced English grammar tests and examinations,
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« improve their skills in dictionary word lookup — dictionaries often provide defi-
nitions for simpler words and leave the creation of complex words with relatively
intuitive meanings to the user.

The system may also be used by EFL teachers and test designers. Although new
corpora and other lists of base form — derived form pairs can easily be added by the
administrator to create new exercises, the online interface does not allow manipulating
these resources. Free unrestricted online access to the exercises is possible at the
following address: http://wa.amu.edu.pl/~krynicki/wf.

2 How to Use the System

When the user logs into the system, he will see a table of 6 columns (Fig. 10, last page of
this paper). In the 2™ column of the table, 10 example sentences are listed, each with
a gap that needs to be filled with a word form derived from the base word given in the
3" column. If the example sentence is too ambiguous, the user may click “More” to see
additional example sentences. If are ready to see the answer, click “Answer” in the
4" column. The user compares his answer with the answer that appears in the 5" column
and mark check-box in the 6™ column if the user’s answer differed in any way from the
answer provided by the system. Once the user has done all the 1,929 exercises, he will
have the possibility to export the difficult items to a tab-separated text file so that he can
drill them in spaced memory software, e.g. [1] or [10].

All examples were drawn from the corpus automatically so it may happen that even
top students will have problems guessing the missing word form on the basis of a single
ambiguous example sentence. For this reason, the option of viewing two additional
example sentences has been provided. If the user clicks “More” — a new sentence will
drop down below the already visible example. If the exercises are used to practice for
a written examination, it should be kept in mind that in most exams where word form
gap fill exercises appear the user will not have the possibility to see more than 1 example
sentence. Moreover, the user will have to write his answers not just think about them as
is the case with this system. For these reasons, before providing the answer, the user
should try to mentally spell the word and mark it as difficult if he makes the slightest
mistake.

If the user does not know what the English word form means in Polish, a list of
equivalents will appear in a balloon tip when the user hovers his mouse pointer over most
word forms. If the word form is clicked, the user will be redirected to a form where he
can edit the Polish equivalents of the word form and English example sentences. The
editions will be visible to others after they have been accepted by the administrator. In
the system, Polish equivalents were drawn automatically from various electronic
English-Polish dictionaries without any regard to their part of speech (POS), order in
which they originally appeared or phrases they may be used in.

Each student had a different order of sentences submitted. The order was generated in
a pseudo-random fashion during his first visit. Randomization was adopted as
a precaution against students who would like to solve the exercises simultaneously on
different computers and help each other. Every time the student logs into the system he
can continue his work without having to repeat the exercises he has already done.
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At the bottom of the screen the user sees the progress bar so that he can monitor how
many exercises out of 1,929 he has done.

3 Selection of Example Sentences

Automatic selection of example sentences was conducted taking into consideration the
length of the candidate sentences and the number of proper names they contained.
Roughly, the more the example sentence approached the “ideal” length and the fewer
proper names it had, the more chances it had of being selected.

1.

The BNC corpus was split into approx. 6 million sentences.

2. Corpus entities were converted to Windows-1252 encoded text to make their

tokenization and display easier, e.g. the entity &bquo; used in BNC to denote
a double quotation mark is not a standard HTML entity and was converted to ".
Tokenization and down-casing, e.g. She can'’t stand her mom’s "complaints". was
converted to she can not stand her mom'’s "complaints".
By the rule of the thumb
+ Sentences of 80 characters or fewer were excluded as they were considered
to provide not enough context to guess the gapped word. Although
excessively long sentences often contain material irrelevant for the guessing
of the gapped word, the upper limit for the sentence length was not set. The
ideal sentence length was set at 160 characters;
+ Sentences containing a capital letter anywhere else than at the beginning of
the sentence were excluded in the first stage to minimise the number of
proper names and abbreviations in the example sentences.

5. For each of the remaining sentences:

» Base form of each word in the sentence was obtained by consulting
lemmatized word frequency lists [5];

+ If the base form was present in the WA list (among lower-case derived
words), the sentence was considered a potential example of the usage of this
base form;

+ Potential examples were ordered from the ones closest to the ideal length to
the ones farthest from the ideal length. In this order example sentences were
submitted to the student.

If 3 sentences meeting the above criteria were not found for a word form from
the WA list, in the second stage, the missing sentences were filled in from those
containing capital letters elsewhere than at the beginning of the sentence in the
increasing order of the number of capital characters they contained.

As an effect of this procedure, in 92.3% of exercises the word form was illustrated by
3 example sentences, in 4.5% of exercises 2 example sentences were used and 1 sentence
was used to illustrate the usage of the remaining 3.2% of word forms.

No of sentences |Frequency |Relative frequency
1 62 0.0321
2 86 0.0446
3 1,781 0.9233

Table 1. Frequency of exercises with 1, 2 or 3 example sentences
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The author is aware of many imperfections the above algorithm has, especially in the
view of solutions proposed by e.g. [6] or [3]. In future stages of the project, parameters
that characterize the readability, complexity and stylistic properties of the examples will
be considered.

4 Students’ Judgements about the Difficulty of the Exercises

Two freshman groups attending classes in FCE General English and CAE English
Grammar were suggested to use the platform to prepare for their final practical English
examination. A notice about the exercises was also published on a Moodle site devoted to
practical English examination that all and only Faculty members had access to. The
notice additionally informed that example sentences used in the exercises would not
appear in the final exam. Students were also reminded that the word formation
component of the exam will include only the words from the WA list.

The Faculty members included over 1,500 BA and MA students from B2 to C2
CEFR levels. Over the period of 4 months and 20 days (Apr 9™ — Aug 29"), 389 students
logged into the system at least once. For 17 of them, there is no evidence of them doing
any exercises as batches of more than 10 completed exercises were evaluated. The
remaining 372 students did 417.3 out of of 1,929 exercises on average (21.6%). 45
students completed all 1,929 exercises. Each exercise was solved by at least one student.
A unique exercise was solved by 23.8 student on average.

In order to improve the interface and the content of the exercises as well as to aid the
preparation of tasks for the final practical English examination, an analysis of the
students’ responses was conducted. Students’ responses included information about which
exercises they found difficult. The difficulty judgements were then related to properties of
the prompt base word, expected word form and the example sentence from which it was
extracted.

4.1 Statistics on Students’ Judgements

The user of the system was encouraged to mark as difficult the exercise in which any
mistake was made. He was informed that once all the exercises have been completed,
difficult items could be exported for drilling in spaced memory software. 254 out of 372
students (68.3%) marked at least one exercise as difficult. Among these students, the
average number of items marked as difficult was 109.0 i.e. 16.2% (standard deviation of
231.2). This constituted 26.1% of all the exercises they tried to solve on average. The
maximum percentage of exercises a single student marked as difficult 68.2% (225 of
330). 1,919 exercises out of 1,929 were marked as difficult at least once. Fig. 2 illustrates
the distribution of exercises with different levels of difficulty according to students.
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Fig. 1. Histogram of 1,919 exercises marked difficult at least once by 254 students with the
numbers of times one exercise was marked difficult and observations pooled into 10 classes.

Students found the exercises rather challenging. One exercise was marked difficult by
61 students. Half of the exercises were marked difficult 19 or more times. 36 exercises
were marked difficult exactly once.

4.2 Factors Potentially Influencing Students’ Judgements

In this study, the influence of the following factors on users’ evaluation of exercise
difficulty was considered: student’s language competence (for a sample of students),
properties of base form hint and the gapped word form, number of example sentences
illustrating the use of the word form and their length as well as availability of Polish
translation of the word form. The potentially significant factors that were not considered
include student’s language aptitude and the properties of the context in which word form
appeared were not considered.

Properties of the base word and derived form included their frequencies in BNC
frequency list [5], similarity of POS codes listed for them in the BNC list as well as their
graphemic similarity.

To obtain these properties for base and derived forms, the BNC list was preprocessed
in the following way:

+ Complex tags were “rounded” to general categories of nouns, adjectives, adverbs,
verbs (e.g. NNO common noun and NN1 singular common noun were pooled
into NN category). All other POS were discarded;

» From portmanteau tags, used in CLAWS to indicate where the system was
uncertain between two possible analyses, only the first one was chosen;

* Frequencies of identical words within the same rounded and simplified POS were
added.

The resulting list contained 365,040 nouns, 68,460 verbs, 190,086 adjectives and
9,739 adverbs.

Graphemic similarity between base form and word form was another characteristic
whose influence on exercise difficulty was considered. Graphemic similarity was
expressed by two parameters. First, by the longest common prefix between the two
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forms. It was calculated as the maximum number of characters that the two words shared
at their beginnings. Second, by the longest common subsequence ratio (LCSR)
determined by dividing the length of their longest common subsequence by the length of
the longer word [9]. It was hypothesized that the greater the similarity between the two
forms, the easier is will be to guess the derived from given the base form and the less
frequently an exercise including them will be marked as difficult. Table 2 includes an
extract from the list of 1929 word forms annotated for similarity and frequency
information (for complete list refer to [8]).

4.3 Significance Tests of Factors Potentially Influencing Students’ Judgements

Statistical significance tests were used to identify factors that had a significant influence
over users’ judgements about exercise difficulty. The dependent variable in all tests was
the number of times a given exercise was judged difficult (ranging from O to 61). The
independent variables of word frequency were grouped under 4 or 5 variables: O if O
frequency was observed, 1-3 for data points up to 25", 50" and 75" percentile
respectively and 4 otherwise (Table 3). Longest common subsequence ratio, longest
common prefix lengths (“prefix” in a pattern-matching rather than linguistic sense) and
length of the first sentence were grouped as presented in Table 4.

Base |POS [[0 [Wordom | e i s R g s
abandon |nv 1316 |abandonment |n 496 n 7 064 |1 3
able j 30410 |ability n 9135 2 043 |1 3
normal (jd 12452 |abnormal i 810 |j 0 075 |1 3
normal |jd 12452 |abnormality |n 287 0 055 |1 3
normal (jd 12452 |abnormally  |d 151 d 0 0.6 1 3
cite v 282  |above-cited 151 0 0.6 0 3
abstain [jnv |129 |abstainer n 3 n 7 0.78 |1 3
abstain [jnv |129 |abstention n 99 n 4 0.6 1 3
abstain |jnv |129 |abstinence n 150 n 4 0.6 1 3
abstain [jnv |129 |abstinent j 10 j 4 0.67 |1 2

Table 2. First 10 word forms annotated for base form, parts of speech, frequencies in BNC,
intersection of the sets of POS tags for each form, length of the longest common prefix, longest
common subsequence ratio (LCSR), information about whether the option of displaying Polish
translation of the word form was available, number of example sentences that illustrated the use of
the word form. POS abbreviations: j — adjective, d — adverb, v — verb, n — noun. The whole list is
available at http://wa.amu.edu.pl/~krynicki/wf/table2.csv.
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Grouping variable  |Range Freq of base form (x) |Frequency of derived form (x)
1 0 <x< 25% 5-1,658 1-68

2 25% <x< 50% |1,659-4,372 69-273

3 50% <x<75% |4,373-11,650 274-1,062

4 75% <x< max | 11,651-129,547 1,063-48,374

Table 3. Transformation of Frequency of base form in BNC and Frequency of derived form into
4 grouping variables

Grouping variable  |LCSR Longest common prefix  |Length of the first sentence
0 0-0.15 0-2 52-110

1 0.16-0.50 3-4 111-159

2 0.51-0.60 5 160

3 0.61-0.67 6 161-200

4 0.68-1 7-11 201-391

Table 4. Transformation of Longest common subsequence ratio, Longest common prefix and
Length of the first sentence into 5 grouping variables

In all tests at least one of ANOVA assumptions was violated — the standardized
skewness and/or kurtosis was outside the range of -2 to +2 for at least one of the factors
and/or the difference between the smallest standard deviation and the largest was greater
than 3 to 1. Therefore, Kruskal-Wallis Test (KWT) was used to test significance of most
factors.

Language competence

General English written test results were known for 21 of 254 students who marked at
least one exercise as difficult. A relatively weak positive correlation was found between
student’s results and the number of exercises he marked difficult (Spearman rank
correlation coefficient=0.22, p=0.023). This indicates that marking exercises was not
directly related to language competence but it may have rather reflected student’s
willingness to review items in the future to remember them better in the practical English
exam, student’s diligence in general or student’s preference for reviewing items in spaced
memory software rather than using web interface.

Base form frequency

KWT was used to test the null hypothesis that the medians of grouping variable of Times
Jjudged difficult (i.e. how many times an exercise was marked difficult by all students)
within each of the 4 levels of the grouping variable of Frequency of base word are the
same. The test statistic K=10.15 and p=0.0173, which is a significant result at the 0.05
level. Fig. 2 presents a Box-and-Whisker plot of the dependent variables against the
factor. Boxes extend to 1% and 3™ quartile, whiskers extend to the maximum
observations. Notches that do not overlap indicate medians that are significantly different.
Therefore, contrasts between the levels 1:2, 1:3, 2:4 and 3:4 are statistically significant.
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In other words, exercises using most and least frequent base forms as hints are judged
significantly more difficult than those using hints of frequency between 25™ and 75"
percentile.

Possible reasons may be related to higher derivational productivity of most frequent
base forms and their higher ambiguity. Low-frequency base forms may be of less help as
a hint because of their lower familiarity to students.

Word form frequency

The aim of the second test was to test the null hypothesis that the medians of Times
judged difficult within each of the 4 levels of Frequency of derived form are the same.
The test statistic K=15.1029, p=0.0017, which is significant at 0.05 level.

Derived forms of low frequency were difficult to guess if gapped from an exercise
probably because of their low familiarity to students.

Scalar of intersection of POS tag sets for base and derived forms

Consider two sets, one containing POS tags listed in BNC for base word used as a hint in
our word formation exercise and the other containing POS tags for the form derived from
the hint but gapped in the example sentences. Intersection of these two sets is the set of
POS tags base and derived forms have in common. The scalar (or cardinal) of the
intersection is the number of POS tags shared by both forms. Fig. 4 illustrates the result
of KWT of Times judged difficult against the POS intersection scalar.

This effect to some extent may be explained by the fact that students assume
derivation usually changes morphosyntactic category of the base form. Therefore, the
greater the overlap between POS tags of the two forms, the more problematic such
derivation may appear. This effect is also reinforced by the fact that the greater the
intersection, the greater the POS set of each form and the greater their ambiguity.

Longest common prefix and LCSR

The first level of Longest common prefix (0 indicating prefixes of 0—2 characters) differs
significantly from all the other levels (Fig. 5) with respect to the difficulty of exercises
containing forms that begin with this prefix.
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Short common prefix or lack of it may make exercise more difficult. Similarity
anywhere within the words as expressed by LCSR (Fig. 6) does not significantly affect
how exercises containing them are evaluated (p=0.9443).
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Number of example sentences and sentence length

Students’ judgements indicate that having 3 example sentences made their task
significantly easier than when they have just 1 example (Fig. 7). It is also possible
however that the greater difficulty of exercises with 1 example sentence may follow from
the fact that if only 1 usage example meeting criteria described in 3 was found in BNC
for the given word form it must be rare and therefore difficult no matter how many
examples it would be illustrated with.

Sentences shorter than 111 characters as well as those longer than 200 increase the
chances that the student will find the exercise difficult (Fig. 8). This last result may have
been reinforced by time pressure before the exams — reading lengthy sentences may have
been considered by students a waste of time.

Polish equivalents

After trying to guess the English derived form, the user could look up the correct answer
in English and make sure he knew its Polish equivalents. Learning new Polish meanings
could influence his decision about whether to mark the exercise as difficult. KWT
revealed a significant relationship between the presence of Polish equivalent and the
difficulty of the exercise (Fig. 9).

= -
z -
y-BE—— e
& . 1 )
: 3
A Y
sl— e ’ -
0 10 20 30 40 50 60 70 : ‘ \ \ ‘ ‘ ‘
. - 0 10 20 30 40 50 60 70
] ' . ' Times judged difficult Times judged difficult
Fig. 8. Times judged difficult vs. Sentence Fig. 9. Times judged difficult vs. Polish

length. K=15.1209, p=0.0045 equivalent. K=3.8961, p=0.0484

5 Conclusions

The experiment described in this paper indicates that even a simple method of automatic
selection of example sentences from a sufficiently large corpus may result in useful and
engaging word formation exercises. The benefit of exercises of this form is not limited to
acquiring correct English word-formation rules. Due to authentic sentence context, they
develop the learner’s grammar skills, teach meaning and meaning relationships and col-
locations. Moreover, a well designed word formation exercise with appropriate context is
not only more effective but also more interesting than isolated word lists (c.f. [2, p. 28]).
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Practical conclusions that follow from the above study may include:

Word forms derived from base forms by other processes than prefixation are
considered more difficult and should probably be paid greater attention to by
learners and teachers;

Word formation exercises using most and least frequent base forms as hints are
more challenging than hints of average frequency;

Students should be aware that derivation does not always change morphosyntactic
category of the base form;

With automatically extracted examples, it is important that they have alternatives;
The absence of L1 equivalents of gapped word forms increases the perception of
the exercise as a difficult.

Future version of the system will incorporate methods of example sentence extraction
so that the context of the gapped word form is balanced for frequency and so that
important collocations of the word form are represented. Other forms of word formation
exercises will also be introduced.
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Abstract. In this paper we discuss how Slovak Wikipedia can be used for Natural
Language Processing tasks on Slovak texts. We briefly discuss similar work done
in past and also provide several experiments on Slovak Wikipedia related to Entity
Search or Named Entity Recognition. In the paper we also try to motivate future
research on Slovak Wikipedia, since valuable data can be gathered for building
and improving Language Technologies.

1 Introduction

Wikipedia is a well known source of human knowledge created and maintained by
crowd. It contains a variety of human maintained information on many topics of knowl-
edge as well as facts, relations on entities such as people, organizations or locations.
English Wikipedia was used in many ways [1] to create NLP tools including “wikifiers”
such as Wikipedia Miner', Illinois Wikifier [2] or DBPedia Spotlight> [3]. Tools like
these identify Wikipedia entities in a text. They are based on Wikipedia downloadable
archives® or DBPedia®, which contains structured information in a from of RDF graphs.
Slovak Wikipedia was not explored much so far for NLP tasks, however some early
work exists on this topic.

In this paper we discuss two experiments focused on Slovak Wikipedia parsing, entity
search, as well as named entity recognition. Experiments are provided to show the
potential of the Wikipedia as a text corpus with additional information rather then
showing results of ready to use NLP tools.

Wikipedia is not composed only of articles but it also includes links representing
relations among entities mentioned in the articles. Links contain anchor texts representing
alternative names (inflected forms, abbreviations) or properties of addressed entities,
which can be used in NLP tasks. In addition, DBPedia includes structured information
now available in 111 languages including Slovak. Tools such as DBPedia Spotlight can be
built [4] for multiple languages including Slovak with limited number of NLP tools.

2 Wikipedia Parsing, Indexing and Search

In this chapter, we describe our first experiment, which was aimed on extraction of Wiki-
pedia links and their anchor texts. We have used a dump of the Slovak Wikipedia from
the 30" April 2013. It contained 310,571 articles (including redirects to other articles).

"http://wikipedia-miner.cms.waikato.ac.nz

> https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki
*http://en.wikipedia.org/wiki/Wikipedia:Database_download

‘ http://dbpedia.org
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The processing of the articles was performed by a MapReduce application on a Hadoop
cluster in two stages: parsing and indexing. The size of Slovak Wikipedia is manageable
on single machine, but we have used MapReduce approach since ready made tools for
text processing are available. We have used and customized such tools for Wikipedia
parsing and indexing.

The parsing stage has been performed within a map phase of the MapReduce
application. Articles from the dump file have been processed one by one by multiple
mappers. There have been links pointing to other articles (i.e. outlinks) extracted from
each parsed article together with anchor texts and additional outlink data. Additional
outlink data included:

— title of an article on which the outlink was pointing (extracted from URL)

— title of an article which contained the outlink

— title of the outlink

— path in article structure, where the out-link was found (built up of titles and
subtitles of article sections).

If there was a redirect processed instead of a standard Wikipedia article, we have
treated it as an outlink and its title became the outlink’s anchor text. There have been
totally 4,212,467 outlinks extracted in the parsing stage and emitted by mappers to one
reducer in the second (indexing) stage.

Emitted outlinks have been combined by their URLs (URLs of Wikipedia articles)
and converted to inlinks, so we got for each referenced Wikipedia article all its inlinks.
We have further processed only those articles, which belong to the main Wikipedia
namespace (all encyclopedia articles, lists, disambiguation pages, and encyclopedia
redirects) and indexed them using Solr®.

There have been 696,874 articles with 3,977,843 inlinks indexed. The number of
indexed articles compared to the number of parsed articles was higher because there
were many non-existing articles referenced in the Slovak Wikipedia, which is about 55%.
The average number of inlinks per article was 5.71. If we consider only those articles,
which were referenced more than one time, then there have been in average 13.60 inlinks
per article and median was 3 inlinks per article.

We have created a searchable corpus of Wikipedia entities (articles) represented by
their titles, links from the other pages and anchor texts. User can query the corpus using
Solr web interface® or REST web services.

In Figure 1, we can see a screenshot of results for “I'udovit Stiir” article. We can see
anchor texts as well as other pages (inlinks) referencing this article. In addition, other
metadata is present in the corpus, which can serve as a resource for creating training sets
for NLP methods such as lemmatization, stemming or named entity recognition. Similar
possibilities are discussed in chapter 3.

> http://lucene.apache.org/solr/
® http://147.213.75.180:8080/stevo/skwikislovco/browse
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Fig. 1. Screenshot from Solr search interface

3 Named Entity Recognition

The second experiment was focused on named entity recognition. We have taken an
XML dump of the Slovak Wikipedia from 21* February 2013 and focused on two types
of named entities: person names and locations. We have exploited anchor texts of links,
which referred to these kinds of entities and collected their inflected forms. More detailed
information about links can be found in Table 1.

Links 9,935,074
Links with inflected forms 549,740

Table 1. Basic information about Slovak version of Wikipedia

3.1 Person and Location Extraction

We have used two extraction methods for person names in a basic form. The first one
relied on a specific markup pattern typical only for mentioning person: “[[person_name]]
(*[[date_of _birth]])”, e.g. “[[Ludovit Stur]] (* [[1815]])”. The second method was
based on infobox information fields related to person only: date of birth and name. There
have been 16,454 and 11,404 person names in a basic form extracted with the first
method and the second method respectively. The total number of unique person names in
a basic form was 22,511. The list of names was complemented by their inflected forms
discovered in anchor texts of links. The final list of person names contained 42,500
names.

Extraction of location entities was similar to the second method used for person
names. The only difference was that for locations, we have used information fields related
to geographic coordinates instead of date of birth and name fields. There have been
37,121 location names in a basic form extracted and complemented by their inflected
forms discovered in anchor texts of links. All together we have discovered 37,603
different location names.
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3.2 Experiment and Evaluation

We have trained Named Entity Recognition using Apache OpenNLP toolkit. The model
was trained on data obtained from Wikipedia. Person names and locations have been
tagged for algorithm that performs training of the model.

Training file for recognition of person’s names

Number of sentences 184,602
Number of tagged names 91,915
Training file for recognition of location

Number of sentences 40,579
Number of tagged locations 38,538

Table 2. Training set data

The models for recognition of person names and locations were trained with 500
iterations on training files made in advance. In Table 3 we summarize achieved results
applied on training data. The models perform pretty well on these files, but also it has
been shown on that parameter cutoff, which determines how many times a specific
feature must occur to be added to the model, should be set on higher value for the person
recognition than for location recognition.

Cutoff  Precision  Recall F-Measure
Evaluation of trained model for persons 3 0.901  0.617 0.733
recogmgon i i 5 0.896  0.839 0.867
Evaluation of trained model for locations 3 0.998 0.995 0.997

recognition

Table 3. Testing NER on trained data

In order to evaluate trained models in real use, we had manually tagged person names
in 10 sample articles and locations in other 3 sample articles, both from sme.sk web site.
Person names recognition was evaluated on model trained with parameter cutoff set on 5,
because this model performed better in previous test. In Table 4 we show the results that
have been achieved by applying trained models on sample articles. The models
recognized entities with high precision but with poor recall. This behavior is similar that
can be achieved with gazetteer, because trained models mainly recognized entities, which
were present in training data set, but recognition of new entities was quite poor.

| Precision Recall F-Measure
Evaluation of trained model for persons
recognition 0.891 0.372 0.517
Evaluation of trained model for locations
recognition 1.0 0.292 0.433

Table 4. NER performance

NER on Slovak text have several big challenges. The one of big challenges is having
several inflected forms of same named entity. In order to identify entities correctly, we
need to group identified inflected forms of named entities. To cope with this challenge
we have analyzed suffixes of extracted named entities. This list is the outcome of analysis
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of difference between lemma (base form) and inflected form of names previously
obtained from Wikipedia. In this list is only that suffix which occurred more than 0.2
percent of all the suffixes were detected.

Suffix Number of Suffix Number of Suffix Number of

occurrences occurrences occurrences
a 5,543 ov 130 ea 55
om 4,406 ova 127 s 54
ovi 1,323 ova 103 e 53
m 779 ovho 88 ovych 52
ho 589 mu 76 ovom 44
ou 541 ove 71 ému 41
€j 325 ovou 62 o 41
ovej 192 vi 59 ovo 41
ého 189 eho 56 i 40
us 143 ovu 56 Other: 1,345

Table 5. List of most occurred suffixes in people names and locations

Merging inflected forms of named entities was based on Levenshtein distance
between two words with addition of obtained list of suffixes. This algorithm performed
pretty well in case of merging word with same lemma but it failed in case of change in
lemma of word during process of inflection.

4 Conclusions

In this article, we have discussed possibilities of using Slovak Wikipedia for Natural
Language Processing. We have conducted several experiments analysing Wikipedia for
the task of named entity recognition or statistics on word suffixes of selected named
entity types. Experiments do not provide ready to use solutions for named entity
recognition, lemmatization, stemming or other NLP tasks, but show the use pattern of
growing Wikipedia resource. Our intent was to show that Slovak Wikipedia can serve as
decent source for Language Technology evaluation and training supporting various NLP
tasks.
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Query Interface for Diverse Corpus Types
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Abstract. The paper describes a version of NoSketch Engine that is being devel-
oped at the Czech National Corpus. The focus is on its technical description, as well
as newly implemented functionality from user’s point of view. The paper also ex-
plains our motivation for adaptations of the software and outlines the plans we have
for the near future. Although it is being developed primarily to suit our needs, we
believe it can be useful for other research groups as well.

1 Introduction

Within the framework of Large Research, Development and Innovation Infrastructures,
the Czech National Corpus (CNC) strives mainly for continuous mapping of Czech by the
means of building language corpora and providing access to them free of charge for experts
as well as for general public. The data aim to be large, balanced and carefully processed
to ensure high reliability of linguistic research based on them.

Needless to say, possibilities of how regular users can exploit the data are necessarily
limited by the functionality implemented in the tools available. As most of the users pri-
marily need a modern, fast and user-friendly corpus query engine, the paper describes the
work that has been done in the CNC in this respect.

2 Overview of Recent Situation

For a very long time, the CNC corpora can be queried using Bonito. It is an open-source
stand-alone client application that connects to Manatee [6] server via non-standard TCP
port using a specific communication protocol. From users’ point of view, it is an application
that requires installation and the non-standard port may be blocked. Bonito certainly has its
merits, quite rich functionality and it is thus still popular among the CNC users. However,
it is also outdated and its development was stopped a long time ago.

In 2011, a modern web-based query interface called NoSketch Engine (NoSKE, [7])
was publicly released at http://nlp.fi.muni.cz/trac/noske/. Being based also
on Manatee as its server part, it overcomes the technical limitations of Bonito men-
tioned above while retaining and enriching its functionality (with a few exceptions,
e.g. limited possibility to mark and categorize concordance lines). Therefore, NoSKE
was a natural choice as future substitute of Bonito in the CNC, and it was thus made
available as a parallel option for querying corpora at http://korpus.cz/corpora/.
NoSKE is an open-source version of commercial corpus management system Sketch En-
gine (SKE, [3]) that is developed, maintained and run by Lexical Computing Ltd at
http://www.sketchengine.co.uk. While NoSKE is a regular, yet powerful corpus
query interface, SKE features a number of additional components not present in NoSKE,
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namely the word sketches and corpus-building functionality. However, a license needs to
be paid in order to use SKE, which is not a realistic option for several thousand CNC users.

In addition to monolingual corpora, we also needed a query system able to handle
— with adequate functionality — the architecture and size of InterCorp [10], [5], a large
parallel corpus for 30+ languages. Until recently, it was not possible to find such a sys-
tem, and also the support for parallel corpora in NoSKE was insufficient. In particular,
1:1 alignment was required and further work with language parallel with the primary one
was substantially restricted (e.g. no statistics available). This is why the CNC started de-
velopment of special parallel query interface based on Manatee and called Park [4]. It is
in service since 2008 at http://korpus.cz/Park/. Its development was, regrettably,
rather slow due to many reasons; the most serious obstacle was found to be the lack of
proper support for parallel corpora in Manatee API. Therefore, some features had to be
implemented in Park on the interface level, i.e. very inefficiently, and some others are still
missing, namely frequency distribution and collocations.

Missing features in Park were also the main reason why it was decided to make Inter-
Corp available also as a set of separate monolingual corpora via the standard monolingual
query interface. This was just a temporary solution that enabled to use functions missing
in Park when working with the individual languages, although the alignment could not be
utilized this way.

3 Solution

As a consequence, there were 4 possibilities available to access the CNC in 2012. All of
them used Manatee as a server, which means that the CQL query language was the same
across all the interfaces. However, users had to make their choice before they could start
querying the corpora which interface to use: retiring monolingual Bonito, web interface
Park tailored to parallel corpus InterCorp (with limited functionality), modern NoSkE
for full-fledged access to monolingual corpora (as a substitute of Bonito) and also to the
individual language versions of InterCorp (as a substitute of Park). As this situation was
obviously far from being satisfactory, our efforts aimed at unification and centralization of
the 4 access points into a single one.

Another important issue we considered was customization, as our past experience
shows that it is desirable to be able to add new functionality to the existing tools and,
more generally, to adapt them according to our needs, as well as to the user feedback. In
other words, the CNC as a research infrastructure should be independent of ready-made
tools and their authors’ priorities and/or opinions about the particular features that nat-
urally differ. On the other hand, we certainly did not want to reinvent the wheel, so the
obvious way to go was adaptation and further maintenance of a well-established open-
source system.

As a solution, we decided to continue the use of Manatee-based user interfaces and
to choose NoSKE. It is an open-source corpus query system licensed under GNU GPL 2
that includes also Manatee and finlib, fast indexing library. The whole system features ade-
quate functionality, it supports large corpora and, last but not least, it is being continuously
developed. However, it proved desirable to modify the interface (NoSKE) in many ways
to make it more suitable to the individual needs of CNC. Since summer 2012, we have
thus been working on a CNC version (fork) of NoSKE. The major drawback of NoSKE,
i.e. the insufficient support for parallel corpora, has been solved after negotiations with
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User: kren Corpus: intercorp es  Description: Cestina - korpus intercorp cs.verze 6z 8.4.2013  Size: 123,741,472 positions

Concordance
Word List .
- Corpus: intercorp_cs
2 —t e
Expert options: Query Type: Basic v 2
Context 7 7 Query: ped
Subcorpus 7 fical
- — Aligned corpora
User:

T Add  corpus intercorp_es w

intercorp_de (intercorp_de) X
Contains w
Query Type: Basic v
Query: Hund S
' include empty lines
intercorp_en (intercorp_en) X

Does NOT contain w
Query Type: Basic ~

Query: dog Er

' include empty lines

S Make Concordance | Clear All

Fig. 1. Building a parallel query with the CNC version of NoSKE. Please note that the form differs
from the official release in many ways.

Lexical Computing that implemented the features we requested into the core of the sys-
tem by the end of 2012. The new functionality has been released also under GNU GPL
2. As a result, it has been made possible to search any number of parallel corpora at the
same time (Fig. 1), display the translations next to each other and to use complete set of
post-processing functions (filter, sort, statistics, etc.) individually on any of them. This
was the most important milestone to reach our goal: to have at our disposal a fine-tuned,
customizable interface for querying diverse corpus types, including parallel and spoken
ones (cf. below).

4 Technical Description

Server side of the original NoSKE interface is written in Python as a common CGI web
application running within Apache HTTP server. Client side is based on HTML templates
accompanied by JavaScript (mostly based on jQuery library) to make the interface more
user-friendly.

The CNC extensions and modifications of the application have been carried out while
keeping in mind the following requirements:
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— merging future official releases of NoSKE with the CNC version should be as smooth
as possible;

— new functionality should be preferably implemented as a reusable component;

— legacy or unnecessary code should be changed/removed.

Obviously, these criteria also restricted our possibilities in terms of modifications of the
original code. As the most important consequence, we had to avoid fundamental changes in
application’s design which made some more complex enhancements harder to implement
because the original application was not designed with regard to them (e.g. audio support
for spoken corpora).

These restrictions affected especially the server side of the application. For this reason,
current changes and enhancements of server-side code are rather scarce and limited to:

— improved logging: all warning or error-like events are processed, no unnecessary tech-
nical information is provided to a user while internally as much as possible useful
information is written to the log;

— installation process: while the original application uses make, our version can be in-
stalled simply by editing the; config.xml configuration file and putting application’s
files to a proper destination directory (where Apache web server expects them to be
located);

— unnecessary (e.g. SkE-related) code and deprecated Python language constructs (e.g.
so called ”old style” objects) were removed.

As for the client-side code, we decided to make more fundamental architectural
changes, especially towards better modularization. For this purpose we used JavaScript li-
brary RequireJS which allows keeping track of module dependencies and provides a simple
way how to keep the scope of imported functionality as local as possible (i.e. each mod-
ule should be code-visible only where it is actually needed). Also the organization and
interdependencies of client-side code in general has been simplified (e.g. JavaScript code
scattered across HTML files).

New functions were generally easier to implement than the changes, especially if they
relied on existing server-side services. One exception includes audio support for spoken
corpora which required rewriting of concordance fetching and displaying routines to be
able to work with both user selected and internally required structures and positional at-
tributes. Client-side audio player has been implemented using SoundManager 2 library
which allows building custom user interfaces, as we required a minimalist solution with
essential controls only.

The development process itself relies on use of a distributed versioning system (Mer-
curial in our case) which allows not just to keep track of realized changes, but it also
provides a simple way how to simultaneously develop multiple versions, independently
test new features, merge them to other versions etc. Such a system also makes potential
contributions from other developers much easier.

The new code is open-source, it is available under GNU GPL 2 (i.e. the same license
as the original one) and anyone is welcome to make a copy of our official repository
https://bitbucket.org/ucnk/bonito-2/ with its full history, make changes and
ask us to accept them back (so called "pull request”). The version labeling is based on the
original one, i.e. the standard Manatee and NoSKE version numbers are supplemented by
our independent version numbering prefixed with the ucnk string.
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Despite all the changes and fixes there is still a work to be done within the application
internals. Unit testing provides a way how to programmatically test individual components
which would make future changes in the application less error-prone. The deployment
process (i.e. process of installation or updating of the application) should be improved and
more automated. Last but not least, a better code development documentation needs to be
written, as the original code contains almost no comments.

S New Functionality

The new features that have already been implemented in the CNC version of NoSKE can
be divided into three groups:

1. Adaptation for deployment in the CNC
— CNC-specific localization (mostly adjustment of Czech translations);
— password change option;
— advanced user query logging;
— extended configuration options for system administrators centralized in file
config.xml.
2. Minor general improvements
— showing ARF [8] and relative frequency (i.p.m.) for every query result (the latter
is also available in the frequency distribution);
— possibility to address positions inside KWIC in frequency distribution and sort;
— line numbering in frequency distribution and collocation candidate list;
— lists of pre-set attribute values displayed when creating a subcorpus are supple-
mented with scrollbars (useful for long lists);
— possibility to create subcorpora also using a user-defined within condition;
— context size in positions;
possibility to set shuffied display of concordances as a default option.
3. Major general enhancements
— hierarchical arrangement of available corpora together with displaying detailed
information about them (Fig. 2);
— tag builder: interactive selection of morphological categories as an option for CQL
query type (Fig. 3);
— support for spoken copora: possibility to play audio segments (Fig. 4).

We shall perhaps comment on the individual items of the last group and explain their
importance. With the growing number of publicly available corpora, we found it necessary
to offer their clear arrangement so that related corpora are displayed next to each other.
In our current implementation, the global hierarchy of all available corpora is defined in
config.xml. Right after individual users log in, the actual set of corpora accessible to
them is retrieved from the database and arranged in the pre-defined order. As users are
typically not granted access to all available corpora, the resulting hierarchy is selected as
a subset of the global one. Apart from the hierarchy, a number of additional information
about the individual corpus is displayed: brief description, web link (both can be defined
in config.xml, too) and totals for individual positional attributes and structures. We also
plan to add a handy citation information that would facilitate proper citing the corpus data.

The interactive and user-friendly selection of morphological categories is a feature that
has been requested many times by the CNC users. The tag builder has been implemented
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Fig. 2. Hierarchy of available corpora

as a JavaScript component for the Prague positional tagset [1], but it can be applicable
to some other tagsets as well. It is data-driven, i.e. only combinations of categories that
actually exist in the corpus data are displayed and can be selected. The tag builder can
be configured also in config.xm1l, including the descriptions of the individual categories
and their translations into other languages (currently Czech and English).

The support for spoken corpora enables to use the interface also for an additional
modality — the sound. In particular, corpus ORAL2013 [9] is planned to be released by
the CNC by the end of 2013. ORAL2013 is a new, sociolinguistically balanced corpus of
informal spoken Czech that features manual alignment with the sound on the level of seg-
ments (sequences of typically 5—10 words that constitute a natural unit). For ORAL2013,
it will thus be possible to hear actual realization of every expression by means of a single
click in the interface.

6 Conclusion and Future Plans

Although the development of the CNC version of NoSKE was motivated primarily to suit
our needs, we believe it can be useful for other institutions as well. We are ready not only
to share the code and provide help with deployment of the software, but also to cooperate
with other research groups on its further development. Currently, we plan to enhance its
functionality in the following main directions:

— implementation of word collocation profiles [2];
— user-friendly graphical module for displaying the contents of selected (sub)corpus;
— facility that would enable selection and/or categorization of the concordance lines.

The latter two enhancements are needed to surpass the functionality of Park and
Bonito, respectively. After making the enhanced NoSKE fully operational, it will be pos-
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Fig. 3. Tag builder
literarni téma jo .. ated ..
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ménil to téma trochu a tak .
na téma .. ranni razhovor ..
jaky mas téma dizertace? pisu vo . vo

se na to téma ale oni nikdy nevysvétlili poradné

Fig. 4. Playing one of the audio segments (enclosed in brackets)

sible to discontinue the service of both retiring interfaces, and thus to eventually establish
a single access point served by the CNC version of NoSKE. We also plan its integration
into a new CNC web portal that is currently being prepared, which will cause graphical
redesign of the software.
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Abstract. Currently, the advertisements play an important role in our society. To
improve the quality of textual data (advertising content) it is necessary to filter out
noise textual data from important data. The aim of this work is to determine to
what extent it is necessary to carry out the time consuming data preparation in the
process of discovering sequential patterns in sets of English and Slovak advertise-
ments. For this purpose, an experiment was conducted focusing on data preparation
in these two comparable sets. We try to find out whether the use of a pre-existing
stop words list or standardized stop words list e.g. Snowball Stop is suitable (effec-
tive) in context of textual sources such as advertisements. Furthermore, we try to
find out to what extent the stop words elimination efects the quantity and quality
of extracted rules. The results of analysis showed that only language has a signif-
icant impact on the quantity and quality of extracted rules in comparable English
and Slovak advertisement sets, and that the Snowball stop words list is ineffective
in analysis of short texts such as advertisements.

1 Introduction

The present era is characterised by enormous amount of available advertising content on
one hand, but often a lack of knowledge on the other hand. A huge amount of advertasing
data has a weak predictive value.

Data preparation is the most time consuming phase in the whole process of knowledge
discovery. It converts a document transformation from an original textual data source into
a form which is suitable for applying various methods of extraction, in order to transform
unstructured form into structured representation, i.e. to create a new collection of texts
fully represented by concepts [8]. According to Feldman and Sanger two steps of textual
data preparation are inevitable. First, it is an identification of significant features in a way
that is most computationally efficient and practical for pattern discovery. Second, it is an
accurate capture of meaning of the content (on the semantic level) [8]. More detail about
textual representation and data preparation for the purpose of data analysis is dealt with in
books on the subject of text mining, content analysis etc.

Based on the huge amount of short texts collected and the nature and assumptions
of the techniques, textual data has to be of a very good quality in order to be effective
[6], [20], [27], [12]. To improve the quality of textual data, many authors have proposed
different techniques to extract an effective stop word list for a particular corpus [6], [23],
[22]. Stop words lists have not been examined in great detail, which has resulted in the use
of pre-existing stop word lists. These might not be suitable in each context of the textual
sources as evidenced in our experiment. Research in the area has identified the weaknesses
of standardized stop words list [6], [4], [S], [24].
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Short texts like advertisements are characterised by considerable expressive variabil-
ity. The expressive variability consists of morpho-syntactic means of expressions, lexical
means of expressions and stylistic means of expressions [10].

The aim of this paper is to determine to what extent it is necessary to carry out the time
consuming data preparation in the process of discovering sequential patterns in English
and Slovak advertisement sets. For this purpose, an experiment was conducted focusing
on data preparation in these two comparable sets (corpora). Due to influence of works
[3], [15] during the realisation of an experimental plan we used our own model for text
representation which is similar to bag-of-words model [16], [17].

This paper is further divided into several chapters which are as follows: in chapter 2
we characterize content/function words and also stop words. We summarize related works
dealing with stop words issues. We summarize the transaction/sequence model in chapter
3. Subsequently, we particularize research methodology in chapter 4. This chapter de-
scribes how we prepared texts in different levels of data preparation. Chapter 5 provides
a summary of the experiment results in detail. Finally, the discussion of the results and
a conclusion follows in the last chapter.

2  Words and Stop Words

Words differ in the role they perform. We can divide words into two groups. One group
referring to objects, actions and properties is content words. The second group telling us
how the words from the first group are mutually related is function words [14]. Linguists
define two categories of words: open-class words and closed-class words. Open-class words
represent content words and closed-class words represent function words.

In terms of parts of speech content words include nouns (objects), verbs (actions)
and adjectives and adverbs (properties that quantify nouns and verbs). On the other hand,
function words consist of determiners, pronouns, prepositions, conjunctions, numbers etc.
[14].

Text is made up of a sequence of words, which are separated by a tokenization process
[14]. Some frequent words make up most of the text. Stop words carry less important
meaning than other words occurring in the text. Stop words are functional, general, and
common words of the language that usually do not contribute to the semantics of the
documents and have no read added value [3]. Myerson [ 18] stated two conditions for a stop
word. It should have a high document frequency (DF) and the statistical correlations with
all classification categories should be small. Zou et al. [7, 30] define a stop word as a word
with stable and high frequency in documents. According to M. Khosrow [13] stop words
are words having no significant semantic relation to the context in which they exist.

For example, in English language, articles "the, a, an”, prepositions “on, up etc.” con-
junctions “and, or etc.”, pronouns "it, us etc.” are usually defined as stop words. Stop
words may also be document-collection specific words [13], [3], e.g. the word "to help”
would probably be a stop word in a collection of advertisements but certainly not in a col-
lection of News articles. Several authors [25], [7], [29] have argued for the elimination
of stop words which make the selection of the useful words more efficient and reduce the
complexity of the structure of the document.

The most common approach to creating a stop words list is to manually assemble it
from a list of words or terms having no natural useful information [6]. This approach is
used by several authors [9], [29] and others.
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3 Transaction/sequence Model

We used a transaction/sequence model for text representation, similar to a bag-of-words
model, which allows us to investigate the relationships among examined features and to
search for associations among identified words in our set (corpus). The structure and data
character predetermine the use of specific methods for analysis - data modelling. In the case
of the use of a transaction/sequence model for text representation, it is mainly association
rule analysis and sequence rule analysis.

Examined variables: Language, Text ID, Sentence ID, Transaction/Sequence ID - it
consists of the previous two/three variables, Sequence - an order of words in a text/sentence,
Word-individual words, Part of speech — morphological words classification (nouns, verbs,
adjectives, adverbs, articles, pronouns, prepositions, conjunctions and others), and Stop
words — Snowball list.

4 Research Methodology

Short texts like advertisements are characterised by a number of slogans, phrases, words,
symbols etc. To improve the quality of textual data it is necessary to filter out noise textual
data from important data. Noise textual data are data (text) not relevant to the task at hand
[3], [21], [19]. Stop words are good examples of noise data. In our experiment we used
a pre-existing list of stop words for English (Snowball stop words list for English) and
similar for Slovak [26]. We tried to find out whether using a pre-existing stop word list or
a standardized stop words list like Snowball Stop words list is suitable in context of textual
sources like advertisements.

We aimed at specifying the inevitable steps to improve the quality of textual data (ad-
vertising content) represented by transaction/sequence model. We focused on sequence
identification and stop words elimination. We tried to find out to what extent the elimina-
tion of stop words has an effect on the quantity and quality of extracted rules.

In particular we assessed the impact of these techniques on the quantity and quality of
the extracted rules representing sequential patterns in comparable advertisement sets (EN,
SK). Experiment was conducted using the following steps:

1. Text collection (Data collection-comparable advertisement sets).

2. Format removal.

3. Data preparation on different levels:

(a) asentence sequence identification without stop words removal for English corpus
(File EN1),

(b) a sentence sequence identification with stop words removal for English corpus
(File EN2),

(c) asentence sequence identification without stop words removal for Slovak corpus
(File SK1),

(d) a sentence sequence identification with stop words removal for Slovak corpus
(File SK2).

4. Data analysis - searching for sequential patterns in individual files. We used STATIS-
TICA Sequence, Association and Link Analysis for sequence rules extraction. It is an
implementation of algorithm using the powerful a-priori algorithm [2], [1], [11], [28]
together with a tree structured procedure that only requires one pass through data.
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5. Understanding of the output data — a production of data matrices from the analysis
outcomes, defining assumptions.

6. Comparison of results of data analysis elaborated on various levels of data preparation
from the point of view of quantity and quality of the found rules — sequential patterns.

We articulated the following two assumptions:

1. we expect that stop words elimination will have a significant impact on the quantity
of extracted rules, and

2. we expect that stop words elimination will have a significant impact on the quality of
extracted rules, in terms of their basic measures of quality in examined comparable
advertisement corpora.

5 Results

5.1 Data Understanding

Text is rarely translated sentence by sentence or word by word. Long sentences may be
split into short sentences or vice versa. Therefore our analysed texts represent collections
of short texts - advertisements from the comparable sets (Slovak advertisement corpus
and English advertisement corpus) i.e. we created two different sets according to lan-
guage (Slovak and English) with the same subject matter. They write about the same
topics (products), but they are not translations of each other (no direct translations).

The experiment used two different corpora. A corpus of English written advertise-
ments contains over 31,390 words. The second, Slovak corpus of written advertisements
consists of 28,070 words. We used our own analyser for determining the parts of speech.
Among the most frequent parts of speech in English advertisement corpus are nouns with
portion higher than 26%, verbs and adjectives with portion higher than 14%, then others
and pronouns, each with approximately 10% of the total number of words. For Slovak ad-
vertisement corpus, there is a difference: nouns with portion higher than 36%, adjectives
with portion higher than 18%, verbs with portion higher than 14% and then conjunctions
with approximately 10% of the total number of words.

Body =—> Head SK1 SK2 ENI EN2
(verb) —> ( preposition ), (noun ) 1 0 0 0
(adjective ) = (verb) 1 1 1 1
Count of derived

sequence rules 65 73 45 50
Percent 1’s 57.02 64.04 39.47 56.14
Percent 0’s 4298 3596 60.53 56.14

Cochran Q Test Q=20.20266;df=3;p<.000154

Table 1. Incidence of discovered sequence rules in particular files
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Based on Snowball list of stop words, 42.59% of stop words were determined in En-
glish advertisement corpus. Pronouns and prepositions are the parts of speech most fre-
quently used as stop words, with portion higher than 21%, followed by others and verbs
with portion higher than 15% of stop words. A similar stop words list was used for the Slo-
vak advertisement corpus where 26.75% of stop words were identified. From the point of
view of parts of speech, pronouns and prepositions are the parts of speech most frequently
used as stop words, with portion higher than 33%, then verbs and pronouns with higher
than 11% of the total number of words used. In English advertisement corpus nouns,
verbs, adjectives, pronouns and others (articles, interjection and symbol) belong to the
most frequently occurring parts of speech. On the contrary, in Slovak advertisement cor-
pus nouns, adjectives, adverbs and conjunctions belong to the most frequently used. The
differences are mainly in the verb incidence, pronoun, conjunction and others. Based on
the cross-tabulation analysis there is a low dependency between the incidence of parts of
speech and language in case of Slovak vs. English advertisement corpus, the contingency
coefficient (V=0.27) is statistically significant (Chi-square=416.7343; df=8; p=0.0000),
i.e. the incidence (use) of parts of speech depends only on the language of corpus (SK or
EN).

Furthermore, we investigated whether there is also a difference in the incidence of parts
of speech in stop words in Slovak and English advertisement corpus.

The results of cross-tabulation analysis showed that there is a medium dependency
between the incidence of parts of speech in stop words and language in case of Slovak vs.
English advertisement corpus, the contingency coefficient (V=0.37) is statistically signif-
icant (Chi-square = 280.1117; df = 8; p = 0.0000), i.e. the incidence of parts of speech in
stop words depends on the language (Slovak or English).

5.2 Comparison of the Quantity of Extracted Rules in Examined Files

The analysis (Table 1) resulted in sequence rules, which we obtained from frequented
sequences fulfilling their minimum support (in our case min s = 0.1). Frequented sequences
were obtained from identified sequences based on the length of sentence.

Most rules were extracted from files with sentence sequence identification without
stop words in Slovak corpus; exactly 73 were extracted from the file (File SK2), which
represents over 64% of the total number of found rules. Based on the results of Q test
(Table 1), the zero hypothesis, which reasons that the incidence of rules does not depend
on individual levels of text preparation or language is rejected at the 1% significance level.

Statistically significant differences were proven only in language in terms of the av-
erage incidence of found rules. That means that only language has an important impact
on the quantity of extracted rules. Naturally, the Slovak language belongs to a inflected
(morphologically richer) language family than the English language, so the morphological
differences between them are axiomatic.

On the contrary, elimination of the stop words has no significant impact on the quantity
of extracted rules in particular languages.

Results of cross-tabulation analysis showed, that the differences among files with a
without stop words consist of 23 rules extracted from the File SK1 which represents 20%
(Table 1) and also 31 extracted rules from the File SK2 representing 27%. After stop
words elimination, a number of rules has increased by 7% in case of Slovak corpus. The
similar results were obtained for English corpus (Table 2). A number of extracted rules has
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SK1/SK2 0 1 3 EN1/EN2 0 1 3

0 18 31 49 0 38 31 69
15.79% 27.19% 42.98% 33.33% 27.19% 60.53%

1 23 42 65 1 26 19 45
20.18% 36.84% 57.02% 22.81% 16.67% 39.47%

2 41 73 114 2 64 50 114
35.96% 64.04% 100.00% 56.14% 43.86% 100.00%

Mc Nemar (B/C) Mc Nemar (B/C)

Chi%=0.9; df=1; p=0.3408 Chi%=0.3;df=1;p=0.0000

SK1/EN1 0 1 > SK2/EN2 0 1 >

0 34 15 49 0 38 3 41
29.82% 13.16% 42.98% 33.33% 2.63% 35.96%

1 35 30 65 1 26 47 73
30.70% 26.32% 57.02% 22.81% 41.23% 64.04%

2 69 45 114 2 64 50 114
60.53% 39.47% 100.00% 56.14% 43.86% 100.00%

Mc Nemar (B/C) Mc Nemar (B/C)

Chi?=7.2; df=1; p=0.0072 Chi%=16.7; df=1; p=0.0000

Table 2. Cross-tabulations - Incidence of rules: (a) SK1 x SK2, (b) EN1 x EN2, (¢) SK1 x EN1, (d)
SK2 x EN2

increased by 4% after stop words removing. Elimination of stop words has influence on an
increase of a number of extracted rules from Slovak as well as from English advertisement
corpus but this increase is not statistically significant.

By contrast, when comparing the results of comparable Slovak and English sets, where
these sets were pre-processed at the same level, these differences are statistically signifi-
cant. In case of files with stop words (Table 2), a number of extracted rules has increased
by almost 18% and in case of files without stop words (Table 2) it has increased by more
than 20% in favour of Slovak corpus.

5.3 Comparison of the Quality of Extracted Rules in Examined Files

Quality of sequence rules is assessed by means of two indicators [2]: support and confi-
dence. Results of the sequence rule analysis showed differences not only in the quantity of
the found rules, but also in the quality. Kendall’s coefficient of concordance represents the
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degree of concordance in the support of the found rules among examined files. The value
of coefficient (Table 3a) is 0.21, while 1 means a perfect concordance and O represents
discordancy.

Support Mean 1 2 Confidence Mean 1 2
EN1 30.8393 ok File EN1 ~ 47.2998 *#%**

EN2 342194 wwwEk kkk File EN2  50.8743 k% kskk
SK1 35.9736 *#** File SK1 ~ 52.3577 % sk
SK2 36.8069 *wk* File SK2  52.9699 okl

Kendall Coeff. of Concordance 0.2100  Kendall Coeft. of Concordance 0.2500

Table 3. Homogeneous groups for (a) support of derived rules; (b) confidence of derived rules

From the multiple comparison (Tukey HSD test) two homogenous groups (Table 3a),
one consisting of files File EN2, File SK1 and File SK2; and other consisting of files
File EN1 and File EN2 were identified in terms of the average support of found rules.
Statistically significant differences on the level of significance 0.05 in the average support
of found rules were only proved among File EN1 and files File SK1, File SK2, i.e. again
only between languages.

There were demonstrated differences in the quality in terms of confidence characteris-
tics values of the discovered rules among individual files. The coefficient of concordance
values (Table 3b) is 0.25, while 1 means a perfect concordance and O represents discor-
dancy. From the multiple comparison (Tukey HSD test) two homogenous groups (Table
3b), the first consisting of files File EN1, File EN2 and File SK1, the second consisting of
files File EN2, File SK1 and File SK2 were identified in terms of the average confidence
of found rules. Statistically significant difference on the level of significance 0.05 in the
average confidence of found rules was proved between File EN1 and File SK2.

Results (Table 3a, Table 3b) show that the largest degree of concordance in the support
and confidence is among the rules found in the files without stop words removal and files
with stop words removal. On the contrary, discordance is between languages. Again it was
proven that stop words elimination has no impact on the quality of extracted rules and only
language has a significant impact on the quality of extracted rules.

6 Discussion and Conclusion

Data preparation represents the most time consuming phase and an important task in the
whole process of knowledge discovery. Based on the nature of the processed textual data
many authors have proposed different techniques to improve the quality of textual data.
This has resulted in an extraction of an effective stop words list and in the formulation
of general or standard stop words lists such as Snowball stop word list (it consists of 72
words for English and of 85 words for Slovak, due to morphological richness of Slovak
language).
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Two comparable advertisement corpora (English and Slovak), each of 600 advertise-
ments were used in this experiment. Both corpora consist of different sizes (advertisement
consists of 7 words up to 32 words) and categories of advertisement texts (e.g. products,
services etc.). Stop words are the most frequently occurring words. They are function
words and carry less important meaning than other words occurring in the advertisement.
The elimination of such words should lead to higher efficiency (it reduces the corpus size
approximately by 20-30%).

The first assumption, removing stop words has no significant impact on the quantity
of extracted rules in both comparable corpora (SK, EN), was not proved. Only language
has a statistically significant impact on the quantity of extracted rules. Elimination of stop
words has influence on an increase in the number of extracted rules from Slovak as well as
from English advertisement corpus. However this increase is not statistically significant.

The second assumption was also not proved. Stop words elimination has no significant
impact on the quality of extracted rules in both examined corpora (SK, EN). It was again
showed that only language has a significant impact on the quality of extracted rules.

On the basis of our experiments, stop words elimination, defined in Snowball stop
words list, has no significant impact on the quantity and quality of extracted rules. Only
language has a significant impact on the quality and quantity of extracted rules. Results
showed that the quality and quality of extracted rules depend on language of corpus (whether
it is English or Slovak advertisement corpus) and not on Snowball stop words list elimi-
nation from the comparable corpora.

It is important what kind of stop words list is used (standard or generated). In this study
a Snowball list of English stop words (and its equivalent for Slovak) was proved more
likely ineffective for advertisement corpus. The question remains whether the removing of
stop words really impacts the quantity and quality of extracted rules. Therefore, in further
research we will attempt to propose effective stop words list for advertisement corpora
(EN, SK) and focus on identifying the impact of proposed list of stop words in knowledge
extraction.
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Abstract. The study focuses on the valency of primary adjectives on the basis of
the linguistic material provided by the SYN2010 corpus. The adjective valency
constitutes a rather neglected part in the extensive literature dealing with the
question of valency, only a few authors address it [11], [12]; adjective valency
appears in the form of fragments in some articles [9], [10] etc.; a monograph
treatment is provided by [6]. Using contemporary linguistic material, this study
attempts to clarify if the valency described in Prouzovd’s works, and it does so by
focusing on the comparison of the conclusions reached by her and Kopfivovd;
a short valency lexicon of primary adjectives is built as a result of this aim.
Another aim of the study is to obtain a model of the primary adjective valency for
future comparison between primary and derived adjectives valency.

1 Valency in General

It is an impossible task to determine a single definition of valency, individual concep-
tions mutually differ (more or less). The individual definitions agree only in the name of
the founder of the valency concept in linguistics — L. Tesnicre. If an attempt to abstract
from the individual definitions is made, it can be stated that valency refers to an ability
of a verb (but also of other action expressions) to bind other expressions with predefined
(and required) forms to itself. As it has been already pointed out, it is not only the verbs
which have a valency, but also the nouns, adjectives and adverbs — for more detail see
e.g. [9,p.1].

Generally, it is possible to distinguish two (or rather three) different approaches in
the Czech linguistics: a semantic approach (F. Dane§, M. Grepl and P. Karlik),
a syntactic approach (P. Sgall), and possibly also an approach inferring the valency of
units from their syntactic and semantic properties (Panevova, a modified valency theory
of P. Karlik) ([17, pp. 8-10], [10, pp. 29-30]).

The positions which a unit binds to itself can be divided into obligatory ones which
are closely associated with the semantics of the unit whose meaning is not complete
without this complementation, and potential ones (in the terminology of DaneS) or
facultative ones (in the terminology of FGP) which are not significantly associated with
the semantics of the unit; in some cases it is difficult to determine the boundary between
the different complementations.

A dialogue/question test (a test of grammatical completeness) based on the un/ac-
ceptability of the answer: “I do not know” can be used as a measure. A speaker who
used a unit cannot respond “I do not know” to a question asking about the obligatory
member ([10, p. 35], [17, p. 22]). E.g. Je nachylny. — K ¢emu? — *Nevim. X Je velky. —
Jako kdo? / Jak moc? — Nevim. (lit. “He is prone”. — “To what?” — “*I do not know.” X
“He is high.” — “Like who? / How high?” — “I do not know.”)
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In this study valency is understood to refer to an expression of the semantic
properties of a word, therefore it is used similarly as in two printed valency dictionaries
[14] and [15].

1.1 Adjective Valency

Primary and secondary adjectives without a doubt possess a valency. They can be
developed in their valency by a simple grammatical constituent, phrase or clause, the
type of the complementation does not depend on the grammatical constituent function
of the given adjective. If an adjective has the ability to require a valency comple-
mentation, it can be a part of the sentence predicate, a predicate or otherwise; adjectives
which do not have a valency cannot be a predicate (this statement is not true if reversed)
([8, pp. 66-68], [12, p. 265]). The repertory of valency complementations is more
limited than in verbs, and this applies also in the case of deverbal adjectives. (One of the
valency complementations, usually the agent, is included in the unit for which the
adjective serves as a determinant, and it is therefore never possible to find an adjective
with more than two valency positions [9, p. 9].

In determining the obligatory/potential character of adjective valency positions, the
dialogue test is never absolutely reliable. Panevovd [9, p. 7] notes: “The comple-
mentations ascertained by this test are semantically obligatory, but on the surface they
are usually omissible ...”' Therefore, this study relies mainly on the corpus data and it
uses the indisputable data of frequency instead of the potential/obligatory character.

1.2 The Semantics of the Complementation

Although the detailed semantic determination of the type of complementation is not
used any further, it is important to be mentioned. In deverbal adjectives it is better to
work with the same group of complementations which are used in the case of verbs
(e.g. [10]), in non-deverbal adjectives (understand primary and deverbal adjectives with
obscured motivation), the obligatory character of the complementation is established
first. In a simplified way it is possible to say that we usually assign the value Pat
(grammatically used case, the main feature is binding capacity, e.g. plny (lit. full),
rovnocenny (lit. equal)) to adjectives with a single valency complementation (if
complementations traditionally used for verbs cannot be used). We assign the value
Addr (e.g. vérny komu (lit. loyal to whom)), Regard (hrdy na koho/co (lit. proud of
who/what)), Purpose (e.g. diileZity k cemu / pro co (lit. important for what)), in isolated
cases Direction (e.g. kolmy na co (lit. perpendicular to what)) or Cause/Origin
(e.g. nestastny z koho/Ceho (lit. unhappy because of who/what)) to single valency
adjectives in whose case complementations from the verbal repertory can be used. Dou-
ble valency adjectives are accompanied by complementations of the type Pat and Addr
(e.g. dluzny komu co (lit. owing to whom what)) — in terms of primary adjectives this is
nevertheless an isolated case, other double valency adjectives represent already obscured
derivates (e.g. vdecny za co komu/cemu (lit. grateful to whom for what)) [9, pp. 9-12].

' ,Doplnéni zjistén4 timto testem jsou sémanticky obligatorni, i kdyZ na povrchu jsou zpravidla
vypustitelnd. ..«
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2 Primary and Secondary Adjectives, the Situation
in Available Literature

Two types of adjectives are distinguished on the basis of the morphemic composition:
primary underived adjectives and secondary derived adjectives (this is only one of the
possible divisions, division according to the meaning, possibly according to the specific
content (e.g. [7, p. 70]) is not relevant for the purpose of this study). The primary
adjectives, e.g. velky (lit. big), hezky (lit. nice), represent qualitative (qualifying)
adjectives in an overwhelming majority [7, p. 70], [4, p. 281].

For the purposes of this study, the term primary adjective is used to refer to such
an adjective which is not derived directly from a verb, or possibly to an adjective whose
motivation is no longer apparent, therefore it cannot be assumed that its valency field is
derived from an original verb.

A list of primary adjectives which is included in [12] was chosen as the starting
material. As the author herself states, she gained the material by making excerpts from
[16] and supplemented it from [13] and also from her own linguistic intuition.

Different groups of primary adjectives with a valency can be found in several
studies, articles and grammar books e.g. [11], [8, pp. 72-75], [6], but the list put
together by Prouzova is the most complete one in the available literature.

Prouzova divides adjectives according to their obligatory valency complementation
into groups with complementation in the genitive, dative, instrumental and the summary
group with complementation in the prepositional case. Complementations in the form of
an infinitive and a subordinate clause are included in the individual groups designated by
the name of the case.

The monograph Valence ceskych adjektiv (lit. The Valency of Czech Adjectives) [6]
based on the data of the SYN2000 corpus, divides adjectives in a similar way — the
basic groups are adjectives with a preposition-free case, adjectives with a preposition,
adjectives with an infinitive and adjectives with a subordinate clause. The author does
not distinguish between primary and derived adjectives, she relies mainly on the
frequency value.

There are several different valency dictionaries for the Czech language, both in the
electronic and in the printed form; their origin can be traced back to the 1990’s.
(A detailed overview is given for example by [17, pp. 10-17]). Slovnik slovesnych,
substantivnich a adjektivnich spojeni (lit. Dictionary of Verbal, Substantive and Adjective
Connections), [15] from 2005 represents the latest endeavour. All dictionaries are
primarily focused on the valency of verbs, valency of other parts of speech is dealt with
only marginally or is missing altogether — e.g. [15] records nouns and adjectives only
selectively, with a focus on deverbal nouns and adjectives. Therefore, the above
mentioned dictionaries are not used in this study.
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Although a valency dictionary of 200 adjectives is included in [6], it does not record
all the adjectives described in [12]. It is one of the aims of this study to record this
difference.

The main aim of this study is to verify if the stated valency works in the most
frequented adjectives from the given groups, and to do so on the material provided by
the synchronic SYN2010 corpus (therefore with the distance of almost 30, or rather 10
years). At the same time a short valency lexicon of primary adjectives which can be
further expanded is built.

The SYN2010 corpus (100 m of verbal forms) is a synchronic, referential,
lemmatized and morphologically tagged corpus; it includes texts from 2005-2009
(genre composition: 40% fiction, 27% professional literature, 33% journalism).
The lemmatization and morphological tagging in the SYN2010 corpus is the most
reliable one in comparison with all the SYN corpora (e.g. [2]).

3 A List and Frequency of Adjectives

The following tables provide a list of primary adjectives adopted from [12]. Her division
of adjectives into those with a genitive, dative and instrumental valency and a valency
with prepositional cases is preserved. Only more accurate division into separate cases
was added to the set of adjectives with prepositional cases valency. The number next to
each adjective refers to the total frequency in the SYN2010 corpus (regardless of
concrete cases; some adjectives appear more than one). The input enquiry was modified
so that the found concordance lines would include only adjectives without the negative
prefix “ne-"? (Affirmative and negated units frequently have a common lemma, e.g.
ndpadny (lit. conspicuous) — 3,693 occurrences out of which 1,500 occurrences are that
of nendpadny (lit. inconspicuous); the actual number of occurrences is therefore 2,193.).
Units which are negative in their basic form constitute an exception. In this case the
procedure was the opposite (if it was necessary).

* For example [lemma="ndpadny" (lit. conspicuous) & word!="nendpadn.*" (lit. inconspicuous)],
in certain cases the mobile vocal e has to be taken into account.
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GEN. freq. | DAT. freq. | INSTR. freq.
plny/full 29,646 |podobny/similar 30,013 | ?zndmy/known 32,636
?schopny/able 19,358 |jasny/clear 24,564 |jisty/sure 29,297
blizky/close 18,039 [svaty/holy 13,079 |slavny/famous 12,334
?vzdaleny/remote 8,030 |drahy/dear 11,616 |nebezpeény/dangerous | 11,509
prosty/void 5,781 |cizi/strange 10,925 |povinny/obliged 7,061
hodny/worthy 5,184 | ?ptijemny/pleasant 10,457 |vinny/guilty 2,422
mocny/powerful 4,528 |mily/kind 7,616 |ndpadny/conspicuous 2,193
dustojny/dignified 1,645 |rovny/straight 5,984 |povéstny/proverbial 1,248
daleky/distant 1,498 |ptibuzny/related 5,979
syty/full up 674 |ptitomny/present 5,856
dcastny/sympathetic 178 | 7ziejmy/obvious 5,814

vzdcny/valuable 5,794

vérny/loyal 3,655

ptiznivy/favourable 3,496

pohodlny/comfortable | 2,935

nepratelsky/hostile 2,316

?zjevny/evident 1,883

?pfiméreny/adequate 1,611

?povédomy/familiar 756

umérny/proportional 713

adekvatni/adequate 690

rovnocenny/equal 612

liby/likeable 235

konformni/conformist 131

kongenidlni/ 30

of the same genius

PREPOSITIONAL CASES
GEN. (+prep.) | freq. | DAT. (+prep.) freq. | ACC. (+prep.) freq.
smutny/sad (z) | 6,007 | dobry/good (k) 113,116 | dobry/good (pro) 113,116
nestastny/ 5,279 | Mnutny/necessary (k) 20,997 | dilezity/ 37,694
unhappy (z) important (pro)
laskavy/ 2,737 | ?vhodny/suitable (k) 18,256 | Inutny/ 20,997
amiable (k) necessary (pro)
nervozni/ 2,577 | ndro¢ny/demanding (k) 8,800 | ?vhodny/ 18,256
nervous (z) suitable (pro)
vesely/ 2,252 | zly/bad (k) 7,613 | bohaty/rich (na) 11,969
cheerful (z)
?Zhavy/ 1,676 | hotovy/ready (k) 7,339 | slaby/weak (na) 9,151
burning (do)
Tnezbytny/essential (k) 6,528 | ndro¢ny/demanding 8,800
(na)
ochotny/willing (k) 6,455 | zIy/bad (na) 7,613
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hruby/rough (k) 5,883 | Tnezbytny/ 6,528
essential (pro)
spravedlivy/fair (k) 2,545 | chudy/poor (na) 5,930
hodny/good (k) 5,184 | hruby/rough (na) 5,883
pozorny/attentive (k) 982 | hodny/good (na) 5,184
néZny/tender (k) 1,823 | uzite¢ny/useful (pro) 4,086
?zraly/ripe (k) 1,693 | opatrny/careful (na) 2,616
lhostejny/indifferent (k) 1,549 | 7nadSeny/ 2,558
enthusiastic (pro)
hluchy/deaf (k) 852 | hrdy/proud (na) 2,282
drzy/cheeky (k) 767 | 7zvédavy/ 2,280
curious (na)
bezohledny/ 653 | pySny/proud (na) 1,891
thoughtless (k)
bezbranny/ 571 | ?zraly/ripe (na) 1,693
defenceless (vuci)
néchylny/prone (k) 509 | pozorny/ 982
attentive (na)
7zaujaty/ 479 | liny/lazy (na) 921
interested in (vuci)
kompetentni/qualified (k) 457 | choulostivy/ 605
sensitive (na)
milostivy/merciful (k) 400 | néchylny/prone (na) 509
ohleduplny/considerate 327 | bezcenny/worthless 495
) (pro)
bezcitny/heartless (k) 251 | lenivy/indolent (na) 146
imunni/immune (vadi) 228
benevolentni/ 132
benevolent (k)
povolny/compliant (k) 86
svolny/compliant (k) 75
beztaktni/tactless (k) 4
LOC. (+prep.) freq. | INSTR. (+prep.) freq.
jisty/sure (v) 29,297 | hotovy/finished (s) 7,339
?zkuseny/experienced (v) 5,294 | svolny/compliant (s) 75
kompetentni/qualified (v) 457
zrucny/skilful (v) 336
povolny/compliant (v) 86

Notes: Another type of complementation is often possible for the majority of given adjectives
(typically relative clauses and infinitives) — for more details see lists in [12] and [6].
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Some frequent valency adjectives are not included (like velky (lit. big), maly (lit. small) etc.),
because they occur neither in Prouzovd’s list nor in Koprivovd's list. The study could be expanded
by addition of mentioned adjectives and adjectives similar to them to the original list.

Adjectives printed in italics can be considered as non-requiring complementations [9, p. 8].

Adjectives marked with a question mark are rather deverbative (this problem is especially
connected with adjectives ending in -[deé[n- and -[iyeéa]t-, its satisfactory solving is difficult and
depends on the depth of used etymology, besides other things). Nevertheless correction of
Prouzovd’s list is not an aim of this study.

3.1 Valency Frame of Selected Adjectives

The scope of this work does not allow the recording of valency frames of all adjectives,
and the criterion of frequency was therefore used to choose the five most frequent ones
in the group of non-prepositional and prepositional cases.

A simple method of recording which is used also by [6] was adopted for the
purposes of this study. In the case of a valency with a non-prepositional case, the case of
the relevant word is also stated; in the case of a prepositional case, the case of the word
and the preposition are both stated, similarly the conjunction which introduces
a subordinate clause is also given. Only the right valency is recorded, and no attempt is
made to determine if the positions are potential/obligatory.

The valency complementation given by [12] is printed in italics, the valency
complementation given by [6] is in the bold typeface, the combination of both methods
shows that the given valency was recorded by both sources. Newly added
complementations are indicated by underlining.

The valency complementations with the highest frequency are given in parentheses
(in the infinitive the possible complementations proceed from the first position on the
right from the KWIC). In the cases of complementations by a subordinate clause only
one example is given for illustration. Valency complementations are ranked according to
their frequency in the SYN2010 corpus, from the most frequent complementation to the
least frequent one.

PLNY/FULL

A — Sgen: 7,464 (lidi, Zivota, siz) (lit. of: people, life, tears)

A —toho, co SENT: 2 (p. toho, co bude muset udélat, p. toho, co napliiovalo moje
srdce) (lit. f. of he will have to do, f. of what has been filling
my heart)

A —toho, 7Ze SENT: 1 (noviny p. toho, Ze jsme jim udélali ostudu) (lit. newspaper
f. of that we have embarrassed them)

SCHOPNY/ABLE

A — INF: 13,568 (pochopit, vyrovnat, soustredit) (lit. understand,
balance, concentrate)

A - Sgen: 529 (slova, pohybu, provozu) (lit. of: word, movement,
working)

A —pro ACC: 27 (zdravomi, mé, své, ... vykupné, Briiany) (lit. for: health,

me, my, ... ransom, citizens of Brno)
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A -k DAT:

A —toho, aby SENT:

BLIZKY/CLOSE
A — Sdat:

A —Sgen:

A - Sinstr:

A —Kk DAT:
A —toho, aby SENT:
A — tomu, aby SENT:

VZDALENY/REMOTE
A - od GEN:

A - Sdat:

A - Sgen:

A —toho, aby SENT:
PROSTY/VOID

A — Sgen:
A —toho, aby SENT:
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12 (tomu, ni, takovém, ... obyvdni, Zivotu) (lit. to: that, her,
this, ... inhabitation, life)

1 (s. toho, Ze by se kaZdd zemé) + 1 (neschopni toho, aby se
rozsirili) (lit. a. that every country) + (lit. una. to expand)

337 (rychlosti, nule, véku) (lit. to: speed, zero, age)

32 (druhu, rychlosti, prdtel) (lit. to: kind, speed, friends)

22 (jedndnim, citoslovci, rodem) (lit. by: behaviour,
interjections, familyline / genus)

3 (blizkych k ranu a veceru) (lit. to: the morning and evening)
1 (blizek toho, aby) (lit. close to)

1 (blizkd tomu, aby) (lit. close to)

255 (sebe, nds, mista) (lit. from: oneself, us, place)

59 (horizontu, svetu, Zivotu) (lit. to: horizon, world, life)

17 (idedlu, krajnosti, lyzolu (chodeb)) (lit. of: ideal, limit,
bysol (of corridors))

0

95 (problémut, vody, touhy) (lit. of: problems, water, desire)
0 (jen typ tak prosté to ovsem nebyvd — odpovidd témuZz
dotazu) (only type “it does not used to be so easy” — it
corresponds to the same query)

PODOBNY/SIMILAR
A — Sdat:

A — Sinstr:

A-vLOC:

A — SinstrSdat:

JASNY/CLEAR
A —7e SENT:
A - zda SENT:

A — jestli SENT:
A - Sdat:

A —pro ACC:

2,378 (listitim, clovéku, lidem) (lit. to: leafs, human, people)
240 (vzhledem, (Slunci), tvarem; casto chybné znaCkovani)
(lit. by: appearance, (sun), form); often wrong tagged cases)
0 (spojeni s predlozkou v v 82 piipadech) (connection with
preposition v in 82 cases)

0

6,231 (bylo naprosto j., Ze jedinym moZnym smyslem) (lit. it
was absolutely c., that the only possible sense)

3,759 (neni j., zda ministerstvo vdlky) (lit. it is not c., if the
Ministry of War)

145 (j., jestli jsi pri smyslech) (lit. c. if you are in your mind)
18 (kapitdnovi, stratégovi, Petru) (lit. to: captain, strategist,
Peter)

8 (cely, pripad, vsechny) (lit. for: whole, example, all)



Valency of Selected Primary Adjectives in the SYN2010 Corpus 191

SVATY/HOLY

A —Sdat: 19, resp. 1 (zbésilost je s. potomkiim; jinak nevalencni nebo
jiné; o svatém Jané, ve Svatém Jané nad Malsi) (lit.
furiousness is h. to offspring; otherwise non-valency
complementation, see above)

DRAHY/DEAR

A —Sdat: 2109, resp. 6 (bude d. mystikiim; jinak chybné znackovani —
103 piipadd) (lit. will be d. to mystics, otherwise 103 wrong
tagged cases)

CIZI/STRANGE

A —Sdat: 8 (lidstvu, svétu, krasoduchiim) (lit. to: mankind, world,
“nicespirits ")

ZNAMY/KNOWN

A — Sinstr: 121 (koncem, vyrokem, vyskytem) (lit. by: end, statement,

A — tim, Ze SENT:

JISTY/SURE
A - Sinstr:
A -vLOC:

A — tim, Ze SENT:

A - tim, jestli SENT:

A — tim, zda/zdali SENT:

SLAVNY/FAMOUS
A — Sinstr:

A —tim, Ze SENT:

occurrence)
114 (nechvalné z. tim, Ze je prolezly chybami) (lit.
ingloriously known by being full of mistakes)

169 (dspechem, vitezstvim, Zivotem) (lit. about: success,

victory, life)

29 (kramflecich, tom, posteli) (lit. in: “heels”, that, bed)

84 (j. tim, Ze jel v souladu s predpisy) (lit. s. that he has
driven in accordance with rules)

5 (j. tim, jestli by si potom nemysleli) (lit. s. if they do not
think after)

3 (j. tim, zdali to, co se posléze prihodilo) (lit. s. if that, what
has happened after)

78, resp. 4 (s. likérem benediktinka, s. chovem ryb) (lit. for:
liqueur “benediktinka”, farming of fish)

2 (s. tim, Ze foti bezdomovce, s. tim, Ze jeho hrdinové méli)
(lit. f. for taking photos of homeless people, f. that his heroes
had have)

NEBEZPECNY/DANGEROUS

A —pro ACC:

87 (spolecnost, cloveka, chodce) (lit. to: society, human,
pedestrian)
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A —tim, 7e SENT:

A — Sinstr:
POVINNY/OBLIGED
A - INF:

A -k DAT:

A - pro ACC:

A — Sinstr:

A —tim, Ze SENT-
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11 (n. tim, Ze v sobé obsahuje t7i formy) (lit. d. that he
contains three forms in himself)

3 (n. smérem dopredu, n. rychlosti) (lit. by forward direction,
speed)

2421 (spinit, zachovdvat, zajistit) (lit. fulfil, maintain,
guarantee)

63 (dani, odbéru, registraci) (lit. to: tax, offtake, registration)
57 (vSechny, kaZdého, orgdny) (lit. for: all, every, organs)

25 (vykonem, vezniky, iictou) (lit. by: performance, butchers,
respect)

0

DOBRY/GOOD
A - INF:

A -k DAT:

A —7e SENT:
A - pro ACC:
A jako:

A —na ACC:
A — aby SENT:

A - do GEN:
A - pri LOC:

A —to, Ze SENT:

3,385 (veédet, konzultovat, pripomenout) (lit. know, consult,

remind)

775 (jidlu, tomu, snédku) (lit. to.: meal, that, eating)

255 (je d., Ze to 7ikas) (lit. it is g. that you are telling it)

253 (nds, vSechny, lidi) (lit. for: us, all, people)

203 (ty, kazdd, kazdy, oni) (lit. as: you, she-every, he-every,
they)

174 (to, tom, zub, nohy) (lit. for: it, that, tooth, feet)

142 (nebylo by d., aby se o nem vedeélo) (lit. it would not be
g. to have known about him)

20 (té, toho, vyuky, néj, polévky) (lit. for: it, that, teaching,

him, soup)

14 (tom, tomhle, 18 stupnich, obléhdni) (lit. during: that,

that, 18 degrees, siege)

3 (dobré tim, Ze zkouskové zacind) (lit. g. that exam period is
starting)

DULEZITY/IMPORTANT

A - INF: 2,550 (mit, védet, zndt) (lit. have, know, know)

A —pro ACC: 862 (nds, me, zivot) (lit. for: us, me, life)

A — aby SENT: 712 (strasné d., abyste ho nezvedal) (lit. very i. not to lift him
up)

A —7ze SENT: 411 (je d., Ze pri prdci pro zpravodajskou sluZbu) (lit. i. that
during the working for intelligence service)

A jako: 7271 (to, pro, jeho, ty) (lit. as: it, for, his, you)

A -vLOC: 102 (této, tom, pripade, situaci) (lit. in: this, that, case,
situation)

A —zda SENT: 60 (d., zda si tu skutecnost prizndm) (lit. i. if I admit the

reality to myself)
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A - pri DAT:
A —na ACC:
A -k DAT:
A —u GEN:

A —pro to, aby SENT:

JISTY/SURE - see above

NUTNY/NECESSARY
A - INF:

A — aby SENT:
A — k DAT:

A - pro ACC:
A -vLOC:

A - pFi LOC:
A —na ACC:
A -z GEN:

A —do GEN:
A —s INSTR:
A -po LOC:
A —u GEN:

A - pired INSTR:

A —za GEN:
VHODNY/SUITABLE
A - INF:

A - pro ACC:

A - k DAT:

A — aby SENT:

A —na ACC:

A - do GEN:

58 (strihdni, rozhodovdni, resent) (lit. during: cutting,
decision making, solving of)

35 (prdci, srdci, tom) (lit. to: work, heart, that)

22 (udrZeni, tomu, pochopeni) (lit. to: sustaining, that,
understanding)

17 (déti, utrechtského, ohroZenych) (lit. children, Utrecht’s,
endangered)

0

11,838 (dodat, podotknout, 7ici) (lit. add, remark, say)

608 (opravdu n., abychom se dozvédeli vSechno) (lit. really n.
to get to know everything)

443 (tomu, dosaZeni, Zivotu) (lit. to: that, achievement, life)
424 (vstup, zachovdni, jeho) (lit. for: entry, maintaining, his)
148 (zdjmu, rdmci, tomto) (lit. in: interest, framework, this)
89 (kaZde, jejich, vypoctu) (lit. during: every, their,
calculation)

82 (tuto, néj, né, zdkladu, zacdtku) (lit. this, he, they, base,
start)

61 (diivodu, hlediska, nich) (lit. from: reason, point of view,
they)

47 (budoucna, ceny, konce) (lit. for: future, price, end)

42 (nimi, tim, nim, velkym, vyvojem) (lit. with: they, that, he,
big, development)

31 (kazdém, dobe, vymené) (lit. after: every, period,
exchange)

25 (nékterych, dna, veétsiny) (lit. by:some, bottom, majority)
25 (jejich, pocdtkem, samotnym) (lit. before: their, beginning,
itself)

720 (zadné spojeni ptedlozky za s genitivem) (no connection
of preposition za with genitive)

2,155 (pouZit, mit, pouzivat) (lit. use, have, use)

1468 (vSechny, deti, pouZiti) (lit. for: all, children, using)
404 (tomu, pouZiti, vyrobé) (lit. for: that, using, production)
176 (v., aby se choval jako slon) (lit. s. not to behave like an
elephant)

120 (pripravu, to, zimu) (lit. for: preparation, it, winter)

107 (slunného, vaseho, skalek) (lit. for: sunny, yours, rock
gardens)



194 Katefina Najbrtova

A jako: 62 (priloha, soucdst, prezence) (lit. as: supplement,
component, attendance)

A -vLOC: 61 (dobe, pripade, situacich) (lit. in: period, case, situations)

A - pti LOC: 47 (omezeni, Zaludecnich, zaZivacich) (lit. during: restriction,
stomachal, digestive)

A -po LOC: 23 (skoncent, celou, nékolika) (lit. after: ending, whole, some)

A -u GEN: 12 (zdravotnikii, nejistych, plotit) (lit. medics, uncertain,
fences)

A -z GEN: 11 (hlediska, lice, oken) (lit. from: point of view, face,
windows)

3.2 Specifications of Searching

Only adjectives in the affirmative form in the positive were used in the search for all
phenomena. Moreover, some procedures and findings which are given by [6, pp. 18-68]
were used for the purposes of this study.

The complementation in the non-prepositional case was found by removing
adjectives in every given case (the possibility of finding a modifier which was not the
subject of the study was thus decreased) and by subsequent filtering of the first right
position from the KWIC (where the occurrence of the valence complementation is most
likely). A similar approach was used in the search for the complementation with
a preposition. In examining the infinitive complementation, the focus was only on the
interval of positions (1,3) on the right from the KWIC (the probability that infinitives
are valency complementations of an adjective decreases with distance; frequency lists
nevertheless proceed from the frequency distribution of the position (1,1)). Possible
complementations in the form of a subordinate clause were sought by means of a lemma
of specific conjunctions and the assumption that it is a single clause. For examples see
the notes’.

? Searching of valency complementation in dative (after removing KWIC in dative) — P-filtr (1,1)
[tag="N...3.*" & tag!="A...3.*%"].

Searching of valency complementation in infinitive — P-filtr (1,3) [Vf.*].

Searching of the connection slavny tim, Ze (lit. famous for) [lemma="slavny"] ?[lemma="ten"]
[word="\,"] ?[tag="J.*"] within <s/>.

Searching of the connection vhodny, aby (lit. suitable to) — with specific conjunction
[lemma="vhodny" & tag="A.*"] [word="\,"] ?[word="aby"] within <s/>.

Searching of the connection nebezpecny tim, Ze (lit. dangerous) [word="nebezpecn.*"]
[lemma="ten"] [word="\,"] ?[tag="J.*"] within <s/> — adjective nebezpecny (lit. dangerous) is
lemmatized as bezpecny (lit. safe).
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4 Conclusion

Using the material of the SYN2010 corpus, the study attempted to describe the valency
frames of several primary adjectives, and it used the lists of adjectives given in [12] and
[6] as a basis.

The differences between the valency frames given in both studies were described,
and the given frames of selected adjectives were tested on the contemporary material of
the SYN2010 corpus. The result is an extensive group of primary valency adjectives
accompanied by frequency statistics and a detailed description of valency in five most
frequent adjectives from each group — valency complementations are ranked according
to their frequency in the SYN2010 corpus.

In the case of two adjectives (plny (lit. full), blizky (lit. close)) new possible com-
plementations were found (piny toho, Ze SENT (lit. full of); blizky tomu, aby SENT (lit.
close 10)). On the other hand, some of the given complementations were not found at all
(vzddleny toho, aby SENT (lit. remote of); prosty toho, aby SENT (lit. void of); podobny
v LOC (lit. similar in); podobny Sinstr Sdat (lit. similar); povinny tim, Ze SENT (lit.
obliged in); diileZity pro to, aby SENT (lit. important for)). On the basis of these findings
the two existing lists can be revised.

The adjectives included in the list established by [6] are accompanied with data on
frequency (in the SYN2000 corpus). By comparing these data with the results of this
study, the conclusion was reached that the frequency distribution of valency comple-
mentations established on the basis of the SYN2010 corpus did not fundamentally differ
from the results reached by [6] (despite the higher level of lemmatization of
the SYN2010 corpus). Minor confusions in the order of the valency complementations
in some adjectives and a single prominent difference in the adjective vhodny (lit.
suitable) are insignificant.

(In the case of the adjective zndmy (lit. known), [6] gives the order of
complementations: Ze SENT — Sinstr with a difference in the order of hundreds of
occurrences; in the material of this study the order is the opposite with the difference in
the number in the order of single cases; similarly in the case of povinny (lit. obliged), the
order of complementations given is: pro ACC — k DAT; in the material of this study it is
the opposite; possibly in the case of diilezity (lit. important) the order is: v LOC — jako;
in the material of this study the order is again the opposite. Differences of the same type
appear also in the case of adjectives vzddleny (lit. remote), jisty (lit. certain), dobry (lit.
good), nutny (lit. necessary). In the case of the adjective vhodny (lit. suitable) the given
order of complementations is: pro ACC — INF with a difference in the number of
occurrences in the order of single cases, this study, however, found the opposite order of
complementations with the difference in the order of hundreds of occurrences.)

It remains to be added that in cases where there is a possibility of an infinitive
complementation, the infinitive is always more frequent than other complementations
(this concerns adjectives in the function of predicates), see for example dobry (lit.
good), vhodny (lit. suitable), nutny (lit. necessary). Complementations with a subordinate
clause, on the other hand, show the least frequency (see plny (lit. full), schopny (lit.
able), blizky (lit. close), zndmy (lit. known),etc.).

Isolated mistakes in the morphological tagging and the need for a correct
interpretation of originally acquired data (see adjectives podobny (lit. similar), svaty (lit.
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drahy (lit. dear), slavny (lit. famous), dulezity (lit. important), nutny (lit.

necessary)) were pointed out. Ambiguity in the lemmatization — when a negated form is
assigned an affirmative lemma but not all negated forms are included in this lemma —
causes also certain difficulties in the searching.

The study could be expanded both quantitatively (examination of valency in a higher
number of, or in all, adjectives) and qualitatively — due to the limited scope the
obligatory/potential character of valency complementations and also the semantic roles
of complementations were set aside.
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Abstract. In this paper, we discuss the event detection from Slovak emails. We
have gathered small corpus of Slovak emails with events. Then we analyze this
corpus in order to understand the structure of email events and its main parts such
as time, place and title of the event. We also introduce the approach for detection
of time and name of event and evaluate it on the corpus. In addition we describe
Thunderbird plug-in, which supports the event detection functionality and its inte-
gration with Google calendar as well as its server part which is used for event cor-
pus creation.

1 Introduction

Email as a medium of communication becomes main technology for everyday exchange
of information. Everyday usage of email has become inseparable part of both work and
personal live.

Information exchanged by email is mostly written in natural language, therefore not
understandable for computers. We can use specified software to include tasks or meeting
requests in email message or other types of events, which can be described. Time
consumption while using these software solutions can be great and it is definitely more
comfortable to write our message in natural language.

Email events are being sent in different form and languages, therefore language de-
pendent natural language processing is needed. We focused on Slovak language and
domain containing events with time and activity.

Event detection is supported by some extend in email clients, but only if events are
shared in standardized way, using hCalendar' or iCalendar’ microformat standards.
Gmail recently introduced limited text based event detection functionality on English. We
have decided to integrate our approach for event extraction with Thunderbird email client
and Google Calendar, however main contribution of the paper lies in created and
analyzed corpus of Slovak email events. The corpus experiment shows statistics of email
event parts (time, title, place) in email event messages. On these results, appropriate
event detection algorithms can be build.

2 Event Corpus

In order to extract events from emails we need to understand how event entities (event
time, title and place) are represented in email and where they are located in the email. In
this chapter we discuss occurrence of these entities in emails in order to find useful pat-
terns for their extraction. For this purpose we had collected 83 emails which contain 100
events. This corpus is then used for statistical evaluation of event entities dependency.

"http://microformats.org/wiki/hcalendar
> http://microformats.org/wiki/icalendar-implementations
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2.1 Corpus Creation

To create corpus we have used Thunderbird plug-in described in chapter 4. Plugin had
limited functionality of event time and title detection, which could be then corrected by
users manually. So the users set date, title and place of event. This event was then added
to user calendar and it was also added to our database together with text of the email.
Because event was added to user calendar, precondition is that is relevant for him.

All collected data were then manually checked and corrected in case of user’s spelling
mistake. We have removed emails in language other than Slovak. In this way we have
collected 100 events contained in 83 emails. All these emails are written in Slovak lan-
guage and can be grouped to personal, work and automatic generated emails. Length of
these emails varies from 24 to 6,435 words (average is 750 and median 386 words), so
our corpus contains short and long emails. And because users varies in diacritics usage,
our corpus contains emails with diacritics (23%) and without diacritics (77%) as well.

We can say the corpus is made up by the heterogeneous emails and covers all types
of email usage.

2.2 Experiment and Corpus Statistics

The main purpose of the experiment is to understand where in the message date and time
of beginning, date and time of ending, title and place of event is located. We focus espe-
cially to understand where date and time of event is located in text, because it is the most
important entity which unambiguously identify event. Then we focus on the dependence
of date and the event title, and in last step we focus on the dependence of place, date and
title of event. This experiment was conducted over the data from corpus and all data were
processed and evaluated manually. The results of the experiment are presented in three
tables for date and time (Table 1), title (Table 2) and location (Table 3) of the event.

In the first table (Table 1) we identified dates and times localized in subject, text and
history of message. We have also identified dates and times defined by numbers and
words, where some dates defined by words depends on the date of sending and some not.

Start Start End End

date time date time

Defined by numbers 53% 76% 20% 25%
Defined by words 67% 6% 11% 1%
Independent from the date of sending 12% | 100% 27% | 100%
Depends on the date of sending 88% 0% 73% 0%

Is located in the subject 3% 0% 0% 0%
Is located in the text 78% 77% 26% 26%
Is located in the history 7% 5% 0% 0%
Not present in email 12% 18% 74% 74%
It can be deduced from the beginning of the event 92% 0%

Table 1. Location and representation of the date and time in the email
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In Table 1 we can see summary of the experiment regarding date and time of the
event. Following findings are interesting: 67% of events have date of start defined by
words and 88% of them depends of the date of sending message; 76% of events have
time of start defined by numbers and only 6% by words; 74% of messages do not define
the end of the event in the text of the message, but in up to 94% percent of them the date
of ending is the same as date of beginning; about 77% of messages include the date and
time of beginning in the text. Based on these facts, we can say that we need to focus
mainly on the dates defined by words and times defined numerically in date and time
extraction, focusing mainly on the text of message.

In second table (Table 2) we identified titles of events localized in subject, text and
history of message. In events localized in text we then focused on the dependence of
location of the date to find out how these event titles can be discovered in text.

Event name
Is email subject 49%
Is part of email subject 23%
Is located in the text 40%
In the same sentence as the time 65%
In the sentence before the time 5%
Somewhere before sentence with time (different as previous) 12%
In the sentence after the time 5%
Somewhere after sentence with time (different as next) 13%
‘ Is located in the history 0%
‘ Not present in the email 5%

Table 2. Event title in the email and its dependence on the date of event

In Table 2 we can see summary of the experiment regarding title of the event.
Following findings are interesting: 72% of events have title localized in the subject and
26% in the same sentence as date of event. Based on these facts, we can say that we need
to focus mainly on the subject of message or sentence with the date of event.

In the last table (Table 3) we identified places of events localized in subject, text and
history of message. In events localized in text we then focused on the dependence of
location of the date and title to find out how these event places can be discovered in text.
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Event

place
Is located in the subject 2%
Is located in the text 49%
In the same sentence as the time 71%
In the sentence before the time 9%
Somewhere before sentence with time (different as previous) 0%
In the sentence after the time 14%
Somewhere after sentence with time (different as next) 6%
In the same sentence as the title 19%
In the sentence before the title 0%
Somewhere before sentence with title (different as previous) 0%
In the sentence after the title 1%
Somewhere after sentence with title (different as next) 14%
Is located in the history 4%
Not present in the email 7%
Is not defined 38%

Table 3. Event place in the email and its dependence on the date and title of event

In Table 3 we can see summary of the experiment regarding place of the event.
Following findings are interesting: 38% of events have not defined place of event; 34% of
events have title localized in the same sentence as date of event. Based on these facts, we
can say that we need to focus mainly on the sentence with the date of event. Because
location of the event may not be defined at all, we do not need to pay much attention for
him.

Based on the results of experiment, we are able to identify which of the extracted
data is relevant and therefore important for the user. We are also being able to separate
several events, which may be present in the same email. The results of this experiment
would be applied in the method implementation and at the stage of increasing precision
and recall of this extraction method.

3 Event Extraction Method

We can use two different approaches to extract events from text [2]: knowledge
engineering or machine learning. Both approaches use defined rules to extract entities,
but knowledge engineering use rules defined by domain expert, and machine learning use
extensive training set to automatically extract this rules. Another simple approach is to
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use gazetteer (list) based extraction [6], which we use for days for month names
extraction when they are defined by words. It can be also used for event place detection
using list of geographical locations or user defined list of locations such as room numbers.

In this paper we focus on knowledge engineering approach in which we manually
create rules to extract required entities. For this purpose we use GATE, an open source
tool for text processing which use defined JAPE rules [5] to process text.

The disadvantage of this approach is too many irrelevant results which are need to be
detected and removed. In further work, we would like to use machine learning approach
to filter these irrelevant results and extract only relevant ones. For this purpose we would
like to use machine learning OpenNLP projects [4] trained with data in our corpus. Using
this approach, we should be able to reach the required precision and recall of our
extraction method.

3.1 Date and Time Extraction

In the extraction of date and time it is necessary to recognize two ways in which the data
can be defined: defined numerically or defined by words.
In date and time defined numerically we start with standardized format [3]:

[DAY].[MONTH].[YEAR] [HOUR]:[MINUTE]

We can define individual data ranges (day is in range 1-31, month 1-12, hour
0-23, ...) so it is easy to find a pattern for extraction. However, we must take care of
format variations in user usage, so it is possible to find multiple patterns.

This patterns can be easily transform to regular expression patterns with which we
extract date and time of event.

Complicated situation occurs when date or time is defined by words. We must use
gazetteers which contains all this words, and because every word has affected the date
and time otherwise, we must define formula for every word. On the other hand, there is
a finite set of these words so gazetteer creation is possible.

3.2 Title Extraction

In the extraction of title we use experiment results (Table 2) and focus only to title
localized in subject or sentence with date of event.

To extract title from the subject we easily remove special marks defining that message
is replied (Re:) or forwarded (Fwd:) and we get whole subject which theoretically
represent title of event.

To extract title from the sentence with date of event we decided to split the sentence
according to commas, dates and places of events, so our sentence will be in next format:

[POSSIBLE TITLE 1], [POSSIBLE TITLE 2] [DATE] [POSSIBLE TITLE 3]
[PLACE] [POSSIBLE TITLE 4].
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As you can see we have multiple possibilities where title of event can be located.
Because title must contains noun in its title, we use POS tagger to reduce this
possibilities. The result of this reduction is only 1 or 2 phrases which with 26% of
probability represent title of event.

3.3 Place Extraction

In the extraction of place we use experiment results (Table 3) and focus only to place
localized in sentence with date of event or in sentence after this date.

To extract place from this sentences we use the fact, that place of event contains noun
and usually contains preposition (in Slovak: v, na, do, pred, ...). We can also define set of
locations (cities, states, firms, cafes...) and use gazetteers to hold them. At the end we
define rules which contains results from this gazetteers and POS tagger and use them for
extraction.

3.4 Evaluation

In previous paragraphs we describe hypotheses to extract date, time, title and place of
event. To evaluate these hypotheses we use relevant events from corpus and manually
apply hypotheses on them. The results of this evaluation are described in Table 4.
Because hypotheses were applied only on relevant data, expected precision is expressed
by interval only.

Precision Recall
Date and time extraction 40-93% 91%
Title extraction 20-45% 71%
Place extraction 10-40% 83%

Table 4. Expected extraction precision and recall

To evaluate extraction of date and time we also implement our hypothesis to GATE
using JAPE rules and Gazetteers, and apply these rules to another corpus. The result of
this evaluation is described in Table 5 and it is almost same as expected.

Precision Recall

Date and time extraction 66% 89%

Table S. Precision and recall of implemented extraction method

As you can see the results (Table 4 and Table 5), described extraction method reaches
good recall for all extracted entities but not as well precision. It is due to many irrelevant
results returned from this method. In next work we would like to use created corpus to
train machine learning method witch reduce this irrelevant results and increase precision
as well.
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4 Thunderbird Event Extractor Plug-in

Thunderbird plug-in represents the client part of the developed application. Its main
function is in connecting Thunderbird (email message), the extraction server and Google
calendar [1]. In this section we describe functionality of the plug-in.

Plug-in first sends text of email to extraction server. The server performs data analysis
and after processing send extracted data back to the plug-in. Next step is user
authorization on Google Oauth 2.0 authorization server, where unique access tokens are
generated with help of user interaction. These tokens are necessary for communication
with Google services. Finally request is send to Google Calendar API*, which will create
event in the user’s calendar.

Communication is based on REST’ requests with strictly specified data structure
collected in JSON object. Example of this object may look like this:

{"MessageID":692,

"Name": ["Druhe kolo osobneho pohovoru"],
"Place":[""],

"DateFrom": ["2013-05-09","2013-05-13"],
"TimeFrom":["16:42","10:00"],

"DateTo": ["2013-05-09","2013-05-13"],
"TimeTo":["17:42","11:00"],
"Description":""}

Plug-in can be activated from pop-up menu or by pressing the “G” on keyboard.
When started for the first time, two GUI windows will appear — first for authorization
and second for event creating and editing. When authorization tokens are valid, the
authorization window will not appear next time.

The event window (see Fig.1) is the main window and it is displayed every time user
runs the plug-in. This window contains only necessary components to create new event:
event title, duration, place and description. Text boxes are filled in with information
detected by the extraction server. User can select from multiple values or edit the
information. Because the extraction server provides multiple extraction methods, user can
change used extraction method in options menu (see Fig.1).

> http://code.google.com/intl/sk-SK/apis/accounts/docs/0Auth2Llogin.html
* http://code.google.com/intl/sk-SK/apis/calendar/v3/reference.html
> http://www.xfront.com/REST-Web-Services.html
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&5 Event Extractor el = | [E]
¥ Options
Create Event
Mame Druhe kolo osobneho pohowvoru -
Frem 2013-05-09 - 10:00 -
To 2013-05-09 - 11:00 - All-day event

Place Antolska 4, Bratislava -

Description

Create | [ Discard

) Founded 3 methods.

Options
Extraction method ogurcak.fiit. SK_sxtractor -
Calendar name 1685784 mbdbcjumil ebldk@group.calendar.google. ~

Server http:/fevents.email.ui.sav.sk: 5000

Sane | [ Reset

Fig.1. Thunderbird Event Extractor plugin with open options menu

Web Service of the extraction server is composed of two parts: one for extraction and
one for capturing requests. The whole architecture is suitable to add new extraction
method or new client. This way, it can be used with another email client or calendar.

5 Conclusion

In this paper we have presented our approach for event detection in Slovak emails based
on knowledge engineering approach with defined rules for extraction. For this purpose
we have prepared corpus with annotated events, where we have searched for
dependencies between the date, time, title and place of the event. Based on these results
we deduced hypotheses for the extraction of individual entities and evaluate them on
corpus.

Because we used knowledge engineering approach with defined rules, we focused on
providing more data by cost of precision and let user to choose relevant extracted
information. In the future we would like to use created corpus and machine learning to
increase precision as well.
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