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Foreword

The fourth edition of the biannual conference SLOVKO, focused on NLP, com-
putational lexicography and terminology, only partially recalls on the founding
seminar in 2001 when Slovak computational linguistics was literally in its
infancy. The first edition only paid attention to Slovak and Czech and more or
less highlighted the 30-year Czech tradition of this field, the second and third
one kept enlarging in topics and countries and thus the proceedings of
SLOVKO 2007 reflect the international character of this scientific event as it
offers a greater and richer scope of the computational processing issues con-
cerning not solely the Slavic languages.

Moreover, papers by Slovak authors, covering basic and applied research,
indicate the revolutionary changes that Slovak computational and corpus
linguistics have undergone since then. In 2001 the Ludovit Stur Institute of
Linguistics, Slovak Academy of Sciences in Bratislava created a corpus
lingustics department that has already managed to present the sixth version of
a fully lemmatised and annotated general corpus containing 350 million
tokens. Apart from the general corpus, the Department has been working on
partial projects of parallel corpora, terminology database and at present an oral
corpus.

The topics of the fourth edition include but were not limited to:

o theoretical issues of computational lexicography and terminography

« bilingual lexicography and terminography

¢ dictionary structure and dictionary entries compilation

o corpus development: data collection, annotation and processing, word
sense disambiguation, co-occurrence analysis and pertinent collocations
of lexicographical and terminographical relevance

« new methods in data extraction and terminology mining from corpora

o terminology databases and terminology management systems

o linguistic components of information systems

We would like to thank all authors for their effort and willingness to present
results of their research within the SLOVKO 2007 conference. A word of
appreciation and gratitude goes also to the program committee for helping to
choose, evaluate and correct submitted abstracts. We hope that our conference
will enhance fruitful discussions and mutual cooperation as well as projects,
whose presentation we will heartily welcome at SLOVKO 2009.

Organisers



Edi¢na poznamka

Stvrty roénik bienalnej konferencie SLOVKO, zamerany na NLP, komputa¢ni
lexikografiu a terminolégiu, len ¢iastoCne pripomina zakladajici seminér z roku
2001, ked bola slovenska pocitacova lingvistika doslova v plienkach. Prvy roc-
nik mal v centre pozornosti iba slovenc¢inu a cestinu a viac-menej prezentoval
predovsetkym 30-ro¢nti ceskul tradiciu tohto odboru, druhy a treti ro¢nik sa
postupne rozsirovali tematicky aj teritoridlne tak, ze zbornik SLOVKO 2007 uz
odraza medzinarodny charakter podujatia, pontkajic Sirsi a bohatsi zaber
pocitacového spracovania nielen slovanskych jazykov.

Prispevky slovenskych autorov, pokryvajice zakladny aj aplikovany vyskum,
poukazujui na prevratné zmeny, ktoré slovenskd pocitacova a najmé korpusova
lingvistika za ten ¢as zaznamenala. Od roku 2002 sa v Jazykovednom tustave
Ludovita Stura SAV v Bratislave vybudovalo korpusové pracovisko, ktoré uz
stihlo spristupnit odbornej verejnost Siestiu verziu lematizovaného a anotova-
ného vseobecného korpusu v rozsahu 350 miliénov tokenov. Popri tom
oddelenie pracuje na Ciastkovych projektoch paralelnych korpusov, terminolo-
gickej databazy a najnovsie aj hovoreného korpusu.

Hlavné témy 4. ro¢nika konferencie, ktorych sa zahrani¢ni a slovenski autori
mohli pridfzat, sa:

o teoretické otazky komputacnej lexikografie a terminografie
« Dbilingvélna lexikografia a terminografia
o slovnikova struktira a tvorba slovnikovych hesiel

e« tvorba korpusov: zber dat, anoticia a spracovanie, dezambiguacia,
kookuren¢nd analyza a lexikograficky alebo terminograficky relevantné
kolokacie

¢« nové metddy v extrahovani dat a ziskavanie terminolégie z korpusov
« terminologické databdzy a systémy terminologického manazmentu
o lingvistické sucasti informac¢nych systémov

Chceli by sme sa podakovat vSetkym autorom za tsilie a ochotu prezentovat
vysledky svojej prace prave na konferencii SLOVKO 2007. Podakovanie patri
zaroven vedeckému vyboru za pomoc pri vybere, hodnoteni a korigovani
abstraktov. Verime, Ze nasa konferencia napomdze vzdjomnu diskusiu a nové
spolupriace a projekty, ktorych prezenticiu uvitame na stretnuti SLOVKO
20009.

Organizdtori



The Possibilities of the Lexicographic Description
of Terms in the Lexical Database LEXIKON 21'

Edith Birkhahnovéd and Véra Chudomelova

Institute of the Czech Language of the ASCR, v. v. i.
{birkhahnova,chudomelova}@ujc.cas.cz

Abstract. Electronic treatment of the word stock of a language
provides numerous new possibilities, including a more systematic
description of technical vocabulary, which makes it possible i. a. to pro-
vide a more accurate and complex description of the characteristics of
the terms at the levels of the explanation of meaning, encyclopaedic
commentary, submeaning, exemplification as well as additional expla-
nation in the form of independent tools, among them a list of the
specialised fields and areas in particular.

1 Introduction

In terms of the treatment of terminology in a dictionary in the form of an
electronic database, we are at this point still at the very beginning of the con-
ceptual decisions, which must be first preceded by a detailed and precise
investigation based chiefly on a sufficient amount of material analyses.

The issue of terminology and its dictionary treatment is considerably com-
plicated, involves a number of unresolved questions, requiring detailed and
profound analysis of their theoretical underpinnings, material bases as well as
treatment of technical terms in existing monolingual dictionaries of Czech, or
also in the dictionaries of other languages (especially Slavonic). It is necessary
not only to take a stance on the treatment of terminology in our established
lexicographic tradition but also to reflect the new possibilities which the
creation of our electronic dictionary database entails (unprecedented in the
Czech environment).

In our article, we would like to outline only a few selected component
terminological problems which are to be solved progressively: the selection of
terms for the list of entries, tools for describing the terms, definition of the
terms, place of a technical term in a polysemic entry, usage of the technical
synonyms and antonyms.

1 This paper was created within the research plan of the ICL of the ASCR, v. v. i.
Creation of a Lezical Database of the Czech Language of the Beginning of the 21%
Century (AV0Z90610521).
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In the past Czech lexicographic tradition, especially in the Slovnik spisovného
jazyka ceského (Dictionary of the Standard Czech Language) [13], hereinafter
as SSJC, and in the Slownik spisouné cestiny pro skolu a verejnost (Dictionary
of Standard Czech for Schools and the General Public) [12], hereinafter as SSC,
various discrepancies occurred in selection, designation by field qualifiers and
treatment of the terminology of diverse fields, for — as shown by the conducted
analyses — especially the terminology of linguistics was thoroughly and
systematically treated, unlike the terms of other fields. Our aim is to minimise
this disproportional representation of terms.

2 Selection of terms for the list of entries

Currently we are operatively building on the list of entries in the Frekvencni
slovnik cestiny (Frequency Dictionary of Czech) [4], herinafter FSC. However,
we have to take into consideration that frequency on the basis of one corpus is
not a sufficient criterion for inclusion in our list of entries. In FSC for example,
we do not find the word goniometrie, which is one of the fundamental types of
mathematics, the basics of which children learn already at elementary school.
For this reason, we will focus on an analysis of the terminology of secondary-
school textbooks as well as textbooks for elementary schools according to
individual subjects and fields, and the information ascertained will be compared
with the representation of the selected technical terms in the Czech National
Corpus.

3 Tools for describing the technical terms

Among the tools which we have proposed for the treatment of terms in the
form are:

1. A field qualifier, which will be possible to use at various levels of the
entry: within the explanation of the meaning, in exemplification, with
synonyms, possibly also elsewhere (on a list of field qualifiers, see
below);

2. The card ‘Vyznam/Podvyznam’ (Meaning/Submeaning), which con-
tains the tools ‘Vyklad vyznamu’ (Explanation of Meaning),
‘Pozndmka k vykladu vyznamu’ (Note on the Explanation of the
Meaning), ‘Encyklopedickd pozndmka’ (Encyclopaedic Commentary)
and ‘Predvyklad’ (Preliminary Explanation);

3. Exemplification (on exemplification of mini-entries see below).

The tool for the explanation of meaning is separated into the part of the
Explanation of Meaning, where a definition understandable for a layperson is
written also for technical terms (thus not using terms that are too technical),
and the separate Encyclopaedic Commentary, where other data can be comple-
mented.
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E.g.: The explanation of the terminological meaning with the headword oak
(field: botany) will be resolved with a qualifier within submeaning and the
explanation: ‘botanicky rod stromt Quercus’ (‘botanical genus of the tree
Quercus’)

Encycl. Comm.: rod dvoudéloznych rostlin z c¢eledi bukovitych, puv. v Sev.
Americe, ve vych. Asii a ¢astené v Evropé, zndmo asi 600 druhd (genus of
dicotyledonous plants from the beech, or Fagaceae, family, coming from North
America, East Asia and partly Europe, approximately six hundred species
known).

4 List of field qualifiers

In the tools proposed for ‘Lexikon 21’ (hereinafter only L 21), the list of field
qualifiers is hidden under the icon ‘OBOR’ (FIELD), which is placed on the
card for the entire entry, on the card for the individual meaning and finally
also in the exemplification tool, and designates the individual exemplification
blocks. The first possibility — for the entire entry — will probably not be used
with technical terms, because the meanings of the polysemic entries belonging
to more fields will not be marked until the level of individual meanings. Thus
we have gradually come to the conclusion that the designation by a field
qualifier will not be relevant at the level of the entire entry. Another possibility
of this division lies in the individual card ‘Podvyznam’ (Submeaning), which
has the same tools as the card ‘Vyznam’ (Meaning), so it suffices to label only
this submeaning by a field qualifier. We intend to make use of this
systematically chiefly with fields that have a nomenclature, i. e. in botany,
zoology and chemistry, where e.g. the labelling of genus (for example, the entry
dub /oak/ — the 1" meaning: ‘/sturdy/ deciduous tree whose fruit is haycorn’;
submeaning: ‘botanical genus of the tree Quercus’), or class (e.g. the entry
savec /mammal/ — the 1" meaning: ‘vertebrate whose young are nourished with
milk from the mammary glands’; submeaning: ‘the zoological class Mammalia’)
can be dealt with at the level of submeaning. The field qualifier is not used here
until at the level of submeaning. The card Submeaning seems to be usable in
these cases but needs to be further tested and verified in practice.

We originally designed the list of fields to be hierarchical with the
possibility to click on links when at higher levels and thus work one’s way
through to lower levels (e.g. natural sciences — biology — zoology), an
advantage of which could have been a more general placement of a term which
is used in more related sciences without the necessity of listing each field indi-
vidually. However, this approach was demanding on the part of the compilers
and the resulting arrangement unclear, so we decided to create only one list,
sorted alphabetically. Items which were more general stayed at the same level
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as those that had been classified in more detail. Thus the natural sciences,
biology as well as botany are now here alongside each other, which provides us
with the possibility to choose as needed.

Apart from this, the electronic version allows us to leave the titles of fields
untruncated, which is a clear advantage as the full form is clearer and more
explicit.

Currently our list has roughly 80 items, and was narrowed on the basis of
topicality and relevance of the individual fields for the contemporary users of
Czech. The essential fields from the areas of science, technology, economics,
defence, law and others are included here. During its creation, we were building
on a detailed analysis and comparison of the lists of fields in Czech monolingual
dictionaries, both general and specialised (SSC, SSJC, Prirucni slovnik jazyka
ceského (Reference Dictionary of the Czech Language) [11], Akademicky slovnik
cizich slov (The Academic Dictionary of Loanwords in Czech) [1], Novd slova v
cestiné.  Slovnik neologismi 1 (New Words in Czech: A Dictionary of
Neologisms 1) [8] and Novd slova v cestine. Slovnik neologismi 2 (New Words
in Czech: A Dictionary of Neologisms 2) [9]), as well as some encyclopaedic
dictionaries  (e.g. Mald  ilustrovand  encyklopedie  (Small  Illustrated
Encyclopaedia) [5]). We further took into consideration also the list of fields in
the Czech National Corpus and in foreign dictionaries (for example Duden
Deutsches Universalworterbuch [2] and New Ozford Dictionary of English [7]),
we additionally drew from bilingual or multilingual dictionaries and internet
lexical databases. For comparison, we also used other sources of a non-
dictionary character, like, for example, lists of international decimal classi-
fication systems, which we took into account along with the lists of OKEC —
“Odvétvova klasifikace ekonomickych ¢innosti” (Sector Classification of
Economic Activities) and the list of disciplines within the scientific conception
of the ASCR. In the end, not everything became projected into the final list, as
some classifications were not suitable for dictionary treatment. We have
attempted to compile the fullest list of fields possible, which would however
also be simultaneously pliable during the subsequent complementation of the
titles of further fields. During the gradual building of the database, it has
already been revealed that some fields will need to be added while others
possibly renamed, therefore we are still working on the list and elaborating it.
Linguistics appeared as first in the list of items in need of complementation, as
we had originally only planned on the superordinate philology.

5 Definition of terms

Terms are words which belong to the terminological system of some field, or
more fields, but which are simultaneously in most cases also words of the com-
mon word stock. They thus often belong to two systems, between which the
processes of terminologisation and determinologisation occur.
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Therefore, we incline towards explanations that would be as understandable
as possible, which will be acceptable for laypersons without deeper knowledge of
the given field, while placing possible further information in the Encyclopaedic
Commentary or in the Exemplification. All the words which will be used in the
explanations of meaning should be inventoried as a component of the meta-
language of description and progressively also processed as headwords.

We will aim for explanations to be understandable for non-specialists, presen-
ted in the common language but at the same time precise and providing the
modern user with a sufficient amount of technical information. Such properties
that are well-known and most prominent for distinction from other words
designating similar entities, which are characteristic or motivate metonymy
(e.g. with the entry cocka /in Czech ‘lentil’ as well as ‘lens’/ the shape of the
seed of the plant of such a name is emphasised which became motivating for
labelling similar things, for example contact lenses), should be emphasised.
When forming a general definition, it is necessary to realise which words
designate like things in order to ensure that their explanations differ. For
example, we do not consider the explanation shown in SSC for the headwords
snéZenka (snow-drop) ‘a spring plant with snow-white flowers’ and bledule
(snowflake) ‘a spring plant with milk-white flowers’ as sufficient. For our data-
base L 21, we propose to describe in further detail the appearance and colour of
the flowers: for bledule — ‘a plant flowering in spring with drooping white
flowers in the shape of a bell with yellow specks on the edges’, whereas for
snéZenka — ‘a plant in flowering in spring with drooping snow-white flowers and
a green spot in the centre’.

Multi-word terms which will not be treated as separate entries will be
possible to show within Exemplification in the form of so-called mini-entries.
Mini-entry (‘miniheslo’) is a separate exemplification block for a fixed termino-
logical phrase with its own explanation and cited evidence:

E3 k V1 MINIHESLO dub letni Quercus robur
Odborny vyraz v oboru botanika
Syn2000|doc.txtype=PUB,doc.temp=1996,doc.opus=bv-1| Dub letni, zvany

Vv

kfemeldk byvad mohutnéjsi, ale to asi neni to nejlepsi pravidlo. Oproti dubu zimnimu
neboli drndkovi ma zaludy na delsi stopce.

6 Place of a technical term in a polysemic entry

Within this problem, we proceeded mainly from the treatment of terms in
SSJC and in SSC (see also FILIPEC 1995, p. 43 [3]) while simultaneously
taking the specific possibilities of our lexical database into consideration. On
this basis, we separated out several types in terms of the feasibility of their
treatment in monosemic and polysemic entries:
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6.1 Separate terminological entry
A) Single-meaning

a) If the meaning was considered as genuinely terminological, such entries, e.g.
scitanec, sarkom, pepsin, perfektivum, fluoreskovat, harmonizovat, contained the
abbreviation of the relevant field/s. Also in L 21, we propose labelling these
words as ‘odborng vjraz (technical term) while showing the relevant field.

b) If a headword is not for its being commonly known understood as
exclusively terminological, e.g. cedr, tulern, beton, reaktor, cyklon, it is shown in
SSJC and in SSC without any signalisation of technicality. In L 21, it will be
possible to mark potential technical usage by a qualifier within the
Exemplification; for animals, plants, chemical substances, etc., it is possible to
cover the technical usage in the Encyclopaedic Commentary, or to allot a
Submeaning for it.

B) Double-meaning

If a term has two related meanings in various fields, in SSJC and in SSC it
mostly appears with the relevant abbreviations of the fields and separate
explanations, e.g. drén — ‘tech.” and ‘lék.” (med.), erupce ‘geol.’” and ‘hvézd.’
(astr.). We plan to cover these words as polysemic, labelling them in both
meanings as technical term and complement with a field qualifier.

6.2 Polysemic headword

A) If none of the meanings was for its being commonly known no longer
understood as exclusively terminological, e.g. fotografie, tarif, siga, raketa, the
terminologicality was not signalled in SSJC or SSC. It is possible to treat the
technicality in L 21 using the Encyclopaedic Commentary or as Submeaning; it
is also possible to indicate the potential technical usage in Exemplification (cf.
the word tarif).

SSJC: tarif -u m. (z it. < arab.) sazba 1; systematicky usporddany soubor
sazeb, ddvek ap. (sazebnik) a predpisy pro jejich uzivdni: (zaplatit) dopravni,
postovni t.; zvysit t-y; denni, noéni t. (za elektricky proud); dopr. padsmovy,
prostorovy, nakladni, osobni t.; ekon. ¢asovy, ukolovy, mzdovy t.; — Zelezni¢ni,
plavebni, celni t.; t. spravnich, soudnich poplatkl; dopr. mistni, privozni,
vnitrostatni, mezinarodni t.

B) If one of the meanings is understood as genuinely terminological, e.g.
mandle, ¢ipek, céva, rak, stereotyp, it is usually provided in SSJC and SSC
with the abbreviation of the relevant field. In L 21 this technical meaning will
be marked with the label technical term while showing the relevant field.
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C) Each of the meanings is a term from a different field, e.g. derivace, rovnice,
rapsodie, steeplechase. Terminologicality in L 21 will be signalled in a similar
fashion.

D) Another type is the polysemic headword whose first meaning is non-
technical and quite common, whereas the second, terminological, is specified,
with the second meaning also covering the first non-technical meaning, e.g.
cukr (sugar) 1. ‘sladidlo’ (sweetener) 2. ‘chem. cukry’ (sugars). We find this type
of entry especially in the fields of chemistry and botany, e.g. plisen, houba,
alkohol, sul. With both meanings, it will be stated within the note for the ex-
planation of meaning that the second meaning also covers the first meaning.

7 Technical synonyms and antonyms

7.1 Synonyms

Standardised terms and non-standardised correct technical designations were
understood in previous dictionaries as mutual synonyms. If a word was
explained by a technical synonym which itself is not a technical term, this
synonym was provided with the abbreviation marking the relevant field.

In L 21, both synonyms will be explained in the same way within the
explanation of meaning and mutually inter-referenced. However, there are also
several problematic cases for which a somewhat different approach of treatment
is needed:

a) synonyms of the type hruska and hrusSen:

Whereas hrueri (pear tree) only has the meaning ‘fruit tree’, hruska (pear) can
be both a ‘fruit tree’ and the ‘fruit of a fruit tree’.

In L 21, we suggest processing the entry hruseri with one meaning (‘tree
whose fruit are pears’), which will have the submeaning (‘botanical genus
Pirus’); the Exemplification can then show e.g. hruser obecnd, hrusen polnicka,
etc. The entry hruska should then be treated as double-meaning, with the
meaning ‘tree’ being synonymous with the headword hrusen — however not
with the above-mentioned submeaning of ‘botanical genus’ any more.

Another possibility is to treat botanical genus as an independent meaning
(see the problem of polysemy above).

b) synonyms of the type pampeliska and smetanka:

Smetanka used to be the technical term, but the nomenclature has shifted and
the official technical term is now only the designation pampeliska, which used
to be understood and considered as a folk term. In L 21, smetanka will be
displayed as a synonym in the entry for pampeliska, whereas with the entry for
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smetanka, pampeliska will be shown as a synonym, and the given shift in the
terminological usage of the expression will be explained in the Encyclopaedic
Commentary in both entries. Since pampeliska will have a technical sub-
meaning designating the botanical genus, it will in contrast to smetanka be
provided with a field qualifier in this submeaning.

c) synonyms of the type kastan and jirovec, jasmin and pustoryl:

The headwords kastan and jasmin are non-technical designations, so they will
have neodborné pro (common designation for) jirovec; neodborné pro (common
designation for) pustoryl, etc. shown in the explanation of meaning.

7.2 Antonyms

With technical expressions, we will in some cases show, besides synonyms, also
antonyms after the explanation of the meaning. However, this will only refer to
the cases when the given headword forms a complementary (contradictory) pair
with its antonym, and thus the shown antonym contributes to specifying the

explanation of the meaning, e.g.: konverni — konkduni, krytosemenny -
nahosemenny.
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1 The aim of this paper

Corpus linguistics gives us new possibilities to study esp. syntagmatic relations
in language and within this area its main interest is the description of multi-
word units, collocations. The multi-word units can be either autosemantic, such
as the term greenhouse effect, as well as synsemantic ones, such as multi-word
prepositions, conjunctions and particles, e. g. the preposition with respect to.
The aim of this paper is therefore to study the valency of a special area of
verbs which are used primarily in the scientific texts and are followed by multi-
word prepositions.

2 The conception of valency

As this type of valency was not included in the dictionary Slovesa pro praxi
(1997) and neither it is mentioned neither in Czech dictionaries nor in gram-
mars of Czech language it is necessary to start from the lexicological conception
of valency described by F. Cermak (1991), who defines valency as the
categorial ability of a lexeme to bind one or more formal units. These units can
be the parts of speech as well as their subcategories, such as case, preposition,
conjunction infinitive, participle, comparative, degree form etc. Among
prepositions one-word prepositions, such as v, na (in, on), and also multi-word
prepositions, e. g. v rdmci (in the area of), can appear.

3 The analysis of verbs and their co-occurence with

multi-word prepositions

The starting point of the analysis was the discovery of the most frequent pre-
positions in the representative 100-million word corpus of the Czech written
language SYN2000. The multi-word prepositions in the frequency zone 16000-
5000 occurences were taken into account:
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Multi-word preposition English equivalent Frequency
v rdmci within the bounds of 15760
vzhledem k in view of 14980
spolu s together with 14788
v pripadé in the case of 14653
na zdkladeé on the basis of 13788
do konce till the end of 11630
v oblasti in the area of 9540
na rozdil od as opposed to 9056
v pribéhu in the course of 8578
v souvislosti s reffering to 8102
z hlediska from the standpoint of 7280
v dobé in the time/days of 7235
na konci in the end of 7208
pokud jde o as for 5757
spolecné s together with 5505
ve srovndni § in comparison with 5194

Table 1.

Then the collocability of these 16 multi-word prepositions was studied, esp.
with the respect to the verbal collocates. Among the verbal collocates 30 verbs
were found as the most typical for the valency with multi-word prepositions:

Verb English Frequency Occuring multi-word prepositions
equivalent

¢init make, cost 16734 ve srovndni s, vzhledem k, spolu s

dojit (k nécemu) take place 34100 v dobé, v pribéhu, vzhledem k

dosdahnout reach 26745 do konce, ve srovndni s

dostat get 69685 spolu s, v rdmci, v pribéhu

existovat exist 29442 v pripadé, v oblasti, v dobé

hovorit speak 16666 v souvislosti s, na zakladé

jednat act 27624 na zdkladé, v ramci

Jit g0 124064 na rozdil od, v pripadé

klesnout fall 6385 v prubéhu, ve srovndni s

objevit se appear 26481 na zdkladé, v prubéhu, v souvislosti s

palrit belong to 43371 spolecné s, spolu s, z hlediska, vzhledem k

platit pay, hold 31528 do konce, v pripadé

pohybovat se fluctuate, float 12285 v oblasti, v rdmci, vzhledem k

pokracovat continue 24383 do konce, v priubéhu, v rdmct

postupovat proceed 6788 v pripadé, na zdkladé, v ramci

posuzoval view, judge 3248 z hlediska, na zdkladé, v ramci

povazovat consider 33327 z hlediska, vzhledem k

pracovat work 31820 v oblasti, na zdkladé, spolecné s, spolu s
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prijit come 59553 v dobé, v dusledku, na zdkladé, v ramci,
spolecné s, spolu s

pripravit prepare 25970 do konce, spolu s, spolecné s, v pripadé,
v souvislosti s

pusobit cause 20890 v rdmci, v oblasti, spolecné s

rozhodnout decide 41460 do konce, na zdklade, vzhledem k

resit solve 12687 v ramct, na zdklade, spolecné s,
v souvislosti s, v pripadé

spolupracovat cooperate 6543 v oblasti, v ramci

stanovit determine 11028 na zdkladé, v pripadé, vzhledem k

uskutecnit (se) be realized 13589 v ramci, do konce, v dobé, na zdkladé,
v prubéhu, na konci, v souvislosti s

vyjit appear, be 18787 do konce, na konci, spolu s

published

vzniknout emerge 21028 na zdkladé, v dobé, v disledku, v souvislosti
s, v rdmci, v pripadé, vzhledem k

2vysit se rise, climb 17796 v dusledku, v pribéhu

Zit live 34817 na konci, spolecné s, v dobé

Table 2.

It appears that the most frequent multi-word prepositions are listed among the
collocates of most of the verbs having a kind of intelectual meaning.

4 Functions of prepositions

All the prepositions — one-word and multi-word ones — have acoording to F.
Cermék (1996), three functions (Czech examples and English similar parallels):

1. adverbal, i.e. V — S, e.g. Vzpomene si na prdzdniny (he returned from
holiday)

2. adnominal, i.e. S — S, e.g. Prdzdniny u more (holiday by the sea)

3. adverbial, i.e. PROP — S, e.g. V lété si vzpomene na prdzdniny uw more.
(In summer he returned from the holiday by the sea).

The following analysis will be therefore concentrated on the adverbal func-
tion of the multi-word prepositions, esp. on 10 verbs which combine primarily
with multi-word prepositions of the adverbal function and the verbs combining
with multi-word prepositions of adverbial function (i.e. with prepositions do
konce, v pribéhu = till the end of, in the course of) will be excluded, as well as
the prepositions with causative meaning, e.g. v pripadé (in the case of) etc.
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5 A more detailed analysis of 10 verbs with valency of

multi-word prepositions

This detailed analysis will give a list of multi-word prepositions occuring on the
first position after the verb (e.g. posuzovat z hlediska néceho), i.e. not with
other included words (i.e. posuzovat néco z hlediska néceho), neither with re-
verse word order (e.g. z hlediska néceho posuzovat néco, z hlediska nééeho néco
posuzovat) etc. As this valency is usually added to the valency with one-word
prepositions, the term additional valency will be used.

5.1 ¢init (make, cost, act), 16734

The verb ¢init is followed by 13 multi-word prepositions: the most frequent
ones are na zdkladé, v ramci and v zdjmu. As the prepositions na zdkladé and
v rdmci are on the list of the most frequent ones in this paragraph only the
preposition v zdjmu will be mentioned.

v zdjmu on behalf of 6

This valency follows the primary valency with an accusative or adverb: cinit +
acc. / adv. + v zdjmu (gen). e.g. cinime tak v zdjmu lidstva (we act like this on
behalf of mankind).

5.2 hovorit (talk, speak), 16666
The verb hovorit is followed by 6 multi-word prepositions, the most frequent
are the following ones:
v souvislosti s in connection with, 49
in context of
ve prospéch for the benefit 38

The multi-word preposition v souvislosti s is an additional valency another to
the verb hovotit o nécem / nékom (to talk of sth./sb.), i.e. hovorit + o (loc) +
v souvislosti s (instr), e.g. hovorit v souvislosti s Hamletem o konjunkturalismu
(to talk of Hamlet in the context of conjuncturalism). The other multi-word
preposition ve prospéch forms a primary valency (see above), e.g. verdikt hovor?
ve prospéch Pinocheta (the verdict speaks for the benefit of Pinochet).

5.3 jednat (act), 27624

The most typical multi-word prepositions are the following:

v souladu s in agreement with 52

U TOZPOTU S in conflict with 45
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These multi-word prepositions are the opposites, cf. jednat v souladu se / v
rozporu se zdkonem (to act / to be in agreement with / in conflict with the
principle). The valency of these prepositions is compulsory.

5.4 patrit (belong to), 43371

The verb patrit has the primary valency with dative or with the one-word pre-
position k and dative case form: patrit + dat or patrit + k + dat.

spolu s together with 58

The most frequent multi-word preposition spolu s is the additional valency:
patrit + (k) (dat) 4+ spolu s (instr), e.g. skupina The Offspring patri spolu s
Green Day ke $picce tzv . neopunku (the group Offspring belongs to the tip of
so-called neopunk, together with Green Day).

5.5 posuzovat (view, judge), 3248

The verb posuzovat is combined only with accusative: posuzovat 4+ acc.

z hlediska from the standpoint of 47

The most frequent multi-word preposition z hlediska is the additional valency:
posuzovat + acc + z hlediska (gen), e.g. posuzujeme svét z hlediska naseho
Zivota (we judge the world from the standpoint of our lives).

5.6 povaZovat (consider), 33327

The difference between the valency of the verbs posuzovat and povazovat is that
the verb povazZovat has another one-word preposition za in addition to the
accusative case, hence: povazovat + acc + za (acc). Moreover, this verb has 10
times more frequent than the previous one. The multi-word prepositions form
the additional valency. The most frequent are the following ones:

z hlediska in term of 24

vzhledem k according to 18

This aspect meaning is clear in the examples, such as sendt povazZuji vzhledem k
ndkladim za zbytecny (I consider senate according to the costs as useless),
zeleninu budeme z hlediska zdravi povaZovat za dileZitou (we will consider ve-
getables in term of health as being important).

5.7 pracovat (work), 31820

The verb pracovat is followed by 37 multi-word prepositions which are partly
adverbial in their function. The most frequent multi-word preposition is quite
specific and worth mentioning:
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na principu on the principle of 89

This valency is not additional to any case or other one-word preposition, i. e.
pracovat + na principu (gen), e. g. pristroj pracuje na principu analyzy stresu
v lidském hlase (the apparatus works on the principle of the analysis of the man
voice’s stress).

5.8 redit (resolve), 12687

The verb resit is followed by similar multi-word prepositions as the verb jednat,
the most frequent preposition is v souladu s. Therefore the description will
focus on another pair of opposite prepositions:

s ohledem na in favour of, 7
with regard to

bez ohledu na regardless of 3

The valency of this verb has the structure 7esit + acc (+ adv) and the valency
of multi-word preposition can be added: s ohledem / bez ohledu na (acc). The
verb is usually in passive voice, e.g. otevirdni vozu je reseno s ohledem na
bezpecnost (the car opening is resolved with regard to safety).

5.9 stanovit (determine), 11028

The verb stanowvit is not very frequent and is followed only by 5 multi-word
prepositions. The most frequent and the most typical at the same time is the
preposition ve vysi:

ve vyst amounting to 36

The primary valency of this verb is the accusative case: stanovit + acc and the
additional valency of the multiword preposition ve vysi (gen). The verb is again
mostly in passive voice, e.g. minimalni mzda je stanovena ve vysi 3250,- K¢
(the minimum wages is /determined/ amounting to 3250 crowns).

5.10 zvysit se (rise, climb, increase), 17796

This verb has the primary valency with the multi-word prepositions with the
meaning ‘comparison’, esp. the three most frequent ones:

ve srovndni s in comparison with 30
na rozdil od in contrast to 13
v porovndni s in comparison with 10

The valency structure is the following: zvysit se + o (acc) + ve srovndni s / v
porovndni s (instr) or zvysit se + na rozdil od (gen), e.g. pojisiné se zvysi ve
srovndni s lomiskym rokem o 22 procent (the insurance will rise in comparison
with the last year for 22 percent).
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Conclusions

In this study it was tested that the multi-word prepositions can be the part of
the verbal valency:

o the most frequent multi-word prepositions appear in the context of the
most verbs with intelectual meaning

o the analysis of ten intelectual verbs of the frequencies from 3000 to
40000 occurences in the 100-million word corpus SYN2000 showed that
at least the most frequent multi-word prepositions following the verbs
can be viewed as either the primary or the additional part of the verbal
valency:

¢init + acc + v zdjmu (gen)

hovorit + s (instr) + o (loc) + v souwvislosti s (instr)

hovotit + ve prospéch (gen)

jednat + v souladu s / v rozporu s (instr)

patrit + dat / k (dat) 4+ spolu s (instr)

posuzovat + acc + z hlediska (gen)

povazovat + acc + za (acc) + z hlediska (gen) / vzhledem k (dat)
pracovat + na principu (gen)

resit + acc + s ohledem na / bez ohledu na (acc)

stanovit + acc + ve visi (gen)

2vysit se + o (acc) + ve srovndni s / v porovndni s (instr), na rozdil od
(gen)
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Appendix: Analyzed verbs with lists of multi-word prepositions

Cinit
na zdkladé
v rdmci
ve srovndni s
v zdjmu
v souladu s

pod vlivem

W WA AN AN

s cilem
v rozporu s
v oblasti

na poli

NN W

spolu s

hovorit
v souvislosti s 49
ve prospéch 38
v pripadé
z pozice
ve spojitosti s

o W W

v rdmci

jednat
v souladu 52
Vv rozporu 45
na zdkladé 30
v rdmci 17
pod tlakem 13
na vrovni 10
v duchu 10
v prospéch
spolecné s
v jménu
v smyslu
s timyslem
s védomim
na pudé
z hlediska
v spoluprdci
bez ohledu
v dmyslu

[SORNN ST ST NS T (O R (O R S LY B« NN o]

bez védomi
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patfit
spolu s 58
do rukou 13
v oboru 5
vzhledem k 8
co do

posuzovat
z hlediska 47
na zdkladé 13
ve vztahu 5
zdvisle na 2
spolecné s 2
s prihlédnutim k 2
spolu s 2

povazovat
vzhledem k 18
spolu s 6
v rdmci 5
ve srovndnis 3
ve vztahu k 2

pracovat
na principu 89
v oboru 48
v oblasti 48
na zdkladé 33
v rdmci 33
ve prospéch 29
na poli 29
pod vedenim 23
ve funkci 23
v reZimu 23
na bdzi 18
v zdjmu 11
ve sluZbdch 11

na tiseku

v podminkdch
s védomim
po boku

v spojeni

v souladu s

v rozsahu

na hrovni

w L N N N D O O
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bez ohledu na
na pudé

ve spoluprdci s
pod patronact
pod tlakem
pod vlivem

ve shodé s

v méritku

v pdsmu

s pomoci

z divodii

pod jménem
ve srovndni

v duchu

v intencich

V rozporu s

fresit
v souladu
spolecné s
s ohledem na
za ucasti
bez ohledu na
v oblasti
z hlediska
v duchu

stanovit
ve vysi
v souladu
v rozmezi
bez ohledu na

v poméru k

Zvysit se
ve srovndni
na rozdil
v porovndni
v diisledku
na zdkladé
v souvislosti
s ucinnosti
na tikor
v oboru

v rozmezi

BN NN R NN NN WWWER R B WV

[NCREN SS RSNV
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Systemic and Functional Features of the
Ukrainian Nouns Category of Number

Tatyana Bobkova

Kiev, Ukraine

Abstract. The number is an inherent feature of the noun reflecting the
philosophical category of quantity. The study of systemic and functional
features shows that Ukrainian nouns have different statistical
characteristics.

Keywords: grammatical category, number, word, noun, singular, plural.

The grammatical category of number is one of many manifestations of the
general category of Quantity in the language. In general sense the number as a
nominal declension category expresses the meaning of “a singular object and
more than that” [1, p. 83]. The research of the category of number of the noun
presupposes the study of the peculiarities of the origin and evolution of the
number, its semantics, structural, functional and stylistic features as well as its
relation to the philosophical category of Quantity [2, p. 184].

The research of the structural and functional characteristics of the category
of number either dictionary-oriented (the dictionary being the reflection of the
units of language) or text-oriented (the text being the product of speech). This
research of the category of number of the Ukrainian nouns has been carried out
on the official NATO papers with the volume of 20 000 word usage cases.

The micro vocabularies of nouns and their word forms have been compiled
for the statistical research of the category of number features [4, p. 8]. The
linguistic software ProLing Office 5.0 Complex designed for the Ukrainian and
Russian texts processing have been applied in compiling the vocabularies of
wordforms and words [3]. The most formal approach has been implemented in
the wordforms frequency dictionary compilation. Under this approach a row of
letters between two blanks or two punctuation marks is considered a separate
wordform [4, p. 6].

As seen from the results of the wordforms frequency dictionary analysis the
Ukrainian nouns are characterized by a high absolute frequency which makes
up 8051 wordforms for 20 000 word usage cases, that means 40.26% from all
wordforms of the text (go to the fragment of the dictionary in Table 1 which
includes ten frequent forms of the Ukrainian nouns). The results of the official
papers text analysis correlate with those of fiction text analysis in the
Ukrainian: in all types of texts (with the exception of the drama) “among the
most frequently used words nouns prevail” [4, p. 11].
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Fieldl Count-Fieldl Field3
aJbsHHCY 250 AJIbSIHC_
KpaiH 138 KpaiH_a
Oe3nexn 132 Oearex_a
POKY 127 pik_
YJIeHIB 98 YJIeH_
cui 84 cHI_a
cHiBIpani 70 criBrparl_s
MHPY 69 MHpP_
MapTHEPCTBA 69 napTHEpCTB_O
KpaiH{ 48 KpaiH_a
CHJIH 48 cui_a
TUIAHYBaHHSI 47  TIaHyBaHH_sI

Table 1. number_noun_ wordform

The complete list of wordforms includes 1881 noun wordform. The average
frequency of nouns makes up 198.91 wordform per 500 text units. Every of the
ten most frequent forms of Ukrainian nouns has the frequency of 47 and higher
and the general absolute frequency of these words makes up 14.66% of 8051.

So the highest frequency (250) is that of the aupsimc wordform in the
genitive case singular — azesincy, which makes up only 0.05% of the total num-
ber of all wordforms and 3.1% of their frequencies. Three noun wordforms:
Kpain, 6esnexku, poxy are used more than a hundred times (138, 132, 127
respectively), which makes up 0.16% of the total number of all wordforms and
4.93% of their frequencies. The usage of 184 noun forms is rated at in tens
(more than 10 and less than 100) and makes up 9.78% of the total number of
all wordforms in the texts. From the list under analysis 960 forms are used
more than once, and that is 51.03% of the total number of the wordforms.
There are 921 form with the frequency of 1 which make 48.96% of the total
number of the noun wordforms.

Thus the results of the Ukrainian texts of the official NATO papers prove
the tendency of the increase in the number of text units with the decrease in
the frequency of their use: “as a rule, the words with the frequency of 1 make
up about a half of the total number of different words in the frequency
dictionary” [4, p. 12].

An important problem one faces when applying the above described formal
approach is lexical and grammatical homonymy. The homonymy phenomenon
distorts the data of morphological forms frequency and that of grammatical
categories as well in the texts under analysis. To withdraw the homonymy, a
frequency micro dictionary of nouns has been compiled, the entries of the
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dictionary are organized in a slot way and include every wordform of a certain
noun used in the text.

The data analysis for the frequency dictionary shows that in the Ukrainian
texts under analysis there are 932 nouns per 20 000 word usage cases. And
according to the Table 2 data, the list of the ten most frequent words
undergoes slight changes.

Field3 Count-Field3

AJIbSIHC_ 315
Kpaid_a 264
pIiK_ 178
Oesmek_a 168
YJIeH 168
CHJI_a 161
MapTHEPCTB_O 108
MapTHep_ 97
CIiBOpaIl_s 93
MHD_ 76
€Bpor_a 70

Table 2. number noun lems

Each of the ten most frequent Ukrainian nouns has the frequency of 70 and
higher, and the total absolute frequency of these words constitutes 21.09% out
of 8051. The highest frequency (315) is characteristic of the nouns azssinc and
kpaina (264), which makes up as little as 0.21% of all the nouns. Five of the ten
most frequent nouns pik, besnexa, uaen, cuaa, napmuepcmeo are used more than
a hundred times in the texts which makes up 0.54% of the total number of
nouns. 178 nouns under research have the frequency of more than 10 which is
19.1% of all words. 398 words from the analyzed list are used more than once
and that is 42.7% of the total number of nouns. The words with the frequency
of 1, and there are 349 of them in the frequency dictionary make up as much as
37.45 % of all the nouns.

It goes without saying that the meaning of the number of nouns cannot
always be narrowed down to expressing singular and plural as “they have these
meanings when it comes to the names of singular, discrete objects, i.e. count-
able objects” [1, p. 84]. In those cases when the number forms of nouns “do not
have the function of quantity actualization” [1, p. 85] the binary structure of
the category of number based on contrasting the singular and the plural
undergoes changes. That is most proper to the Singularia and Pluralia Tantum
nouns.

The results of the realization of the number forms in the texts enable to
point out the following main groups of nouns:
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1) Nouns that have both singular and plural forms.
2) Pluralia Tantum.
3) Singularia Tantum.

The peculiar character of the official NATO papers requires grouping the
the nouns of the following kinds into separate groups:

4) Proper Names
5) Proper Names, Pluralia Tantum

The ULIS (YJIC) bilingual electronic dictionary that is included into the
ProLing Office software served the basis for figuring out the nouns that have
both singular and plural forms from the Pluralia Tantum nouns (for example:
sepx—sepxu, Kypc—iypcu and inmepec—inmepecu, cuaa—cuau respectively) [3].
Quantity distribution for the nouns of different groups for a hundred entries of
the frequency micro dictionary is given in Table 3.

Hundred Nouns That Pluralia  Singularia Proper Proper
Number Have Both Sin- Tantum  Tantum Names Names,
gular and Pluralia
Plural Tantum
1 64 3 13 19 1
2 72 4 17
3 78 19 3
4 72 1 14 13
5 59 1 27 12 1
6 85 2 9 3
7 88 1 11
8 71 21 8
9 66 2 22 10
10 27 10 5
Total 682 14 163 80 3
Table 3.

Just as it could be expected, the most numerous is the group of nouns that
have both singular and plural forms — 73.18% of the total number of nouns.
Next coming in quantity is the Singularia Tantum group nouns — 163 words,
which makes up 17.66% of all the nouns. The great number of the nouns from
the Proper Names group — 80 (8.67% out of the total number of nouns) can be
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put down to the specific character of the official NATO papers text. The
smallest group in number is Pluralia Tantum — 14 nouns constitute 1.52%.

As can be assumed from the official NATO papers text analysis the most
frequent noun that has both singular and plural forms is the noun axesinc
(315), the most frequent Singulare Tantum noun is 6esnexa (168) and the most
frequent Plurale Tantum is sidnocurnu (29).

The greatest interest presents the most numerous group nouns that have
both singular and plural forms. The analysis of the functional features of these
nouns shows that the better part of them — 261 out of 682 (38.27%) are used in
the texts of the papers only in singular. They are mainly the nouns denoting
process, abstract notions and names of actions, for example: 6aotcanns,
bauennsi, Oix, edockonanennsi, sumip, susieé etc. It should be noted that 68 —
9.97% of the total number of nouns that have both singular and plural forms
are more frequently used in singular, for example: axma (a form in the Genitive
case), eunsmxom (a form in the Instrumental case), eitthu (a form in the
Genitive case), poui (a form in the Dative case). This can be explained by the
high frequency of word-combination with government links in which the above
mentioned nouns are in subordination.

In the group of nouns under analysis 131 words are used only in plural and
that constitutes 19.2% out of the total number of the nouns that have both sin-
gular and plural forms. It should be noted that 85 — 12.46% of the words under
analysis are more frequently used in plural, for example: apcenasis (a form in
the Genitive case), biowcenyie (a form in the Genitive case), 6oezoa060x (a form
in the Genitive case), suxauxam (a form in the Dative case), depocas (a form in
the Genitive case), inmepecam (a form in the Dative case), etc. The results of
the analysis show that in this subgroup the words denoting objects prevail.
Thus in the group of the nouns under analysis those nouns used in the papers
only in singular prevail, which is twice larger than the number of the nouns
used in plural. Though the frequency of the noun plural form slightly (by
2.49%) exceeds the frequency of the noun singular form.

The results of systemic and functional features research of the Ukrainian
nouns category of number based on the official papers texts have enabled the
assumption that the realization of the category of number of nouns in the texts
depends on the world picture created by its speakers. This explains both the
high frequency of nouns that have both singular and plural and denote single,
discrete objects and the low frequency of the Pluralia Tantum nouns.



Systemic and Functional Features of the Ukrainian Nouns Category of Number 37

References

1. BBeneHue B CPAaBHUTEJbHYIO THIIOJIOTHIO AHTJIMICKOrO, PyCCKOrO H YKPAHHCKOTO SI3BIKOB. —
K.: Buma mkouna, 1977. 148 c.

2. Tlepeberinoc B. U., Bobkosa T. B. THNONIOrHs KaTeropuy YKCiia HIMEHH CYIECTBHTEIBHOTO
(Ha Marepuane pyCCKOro, YKPaHHCKOTO W aHTJIMHCKOrO si3bIKoB)// Tpymbl W MaTepHassl
III MexayHapoIHOrO KOHTpecca HcciefoBaTesed pYyCCKOro sisblka ,,Pycckuil s3bIk:
HCTOpHUECKHe CyabOBI U coBpeMeHHOCTs . — M., 2007. — C. 184-185.

3.  ProLing Office 5.0, PYTA 5.0.

4. Tlepebuinic B. C., Mypasunpka M. I1., Japuyk H. I[1. YacTOTHi CIIOBHHKH Ta iX BHKOpH-
cranns. — K.: HaykoBa gymka, 1985. 204 c.



The Text Corpus and Dictionary Hierarchy

Natalia Darchuk and Viktor Sorokin

National Taras Shevchenko University of Kyiv
compling@uniling.kiev.ua

It is quite evident that for the last decades experts in computer text analysis
need immensely precise functional characteristics of language units in texts of
different types. For carrying out of theoretical and applied researches (i.e.
machine translation, language analysis and synthesis, and text abstracting) as
well as didactic studies the specialists in the sphere of cognitive linguistics,
semasiology, functional grammar and word-formation do not have general
classified data on principles of functioning of language units in speech. Due to
this problem the necessity to develop the corpus linguistics is becoming more
obvious. It will help the specialists to receive all necessary linguistic informa-
tion and to apply it for further data processing in diverse philological studies.

When researching the corpus linguistics issues a group of professor-linguists
from the Institute of Philology within the National Taras Shevchenko Univer-
sity of Kyiv decided to build text corpora that enable the specialists to receive
all necessary information about single language units and their abilities. The
text corpora by means of special tools for their processing are the source of
building of electronic card catalogues, at the same time text processors enable
not only to receive different information from the text corpus but also to
construct electronic cards from lexical catalogues by set parameters for
compilation of dictionaries of any sort.

The proposed concept of corpus text processing consists in creation of prin-
ciples of formalized description of language units of different levels. Using these
principles there were developed computer tools which provide extraction of
specific information from texts and compilation of dictionaries of different kind
such as frequency and grammar ones, dictionaries of morph  structures,
dictionary of roots and affixes, dictionary of roots family, dictionary of
syntactic models of word-combinations and sentences. They serve for building
of electronic card catalogues that can be used for different linguistic studies.

All above mentioned tasks can be solved successfully by using of the auto-
mated system for processing of Ukrainian texts which based on a line of
linguistic lexicographical data bases. So it means that the structure of this
system is based on module-type lexicographical ideology where system and
structural relations of every level of language system is presented in single
module such as morphological, morpheme, word-formative, syntactical and
semantic ones.
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The basic unit of each module is a word, for the following reason:

e the word is a central unit of language system which is defined by dif-
ferent structure types on its all levels;

e the word belongs to the units of high levels of language system of
word-combination and sentences.
Each module is comprised of two blocks: 1) dictionary-block: the word inven-
tory of each module is formed on basis of 11 volumes of Ukrainian Dictionary
and which during the work on text corpus is updated with new words. For this
case a special working dictionary is compiled where each word is provided with
linguistic description, in particular, morph structure, derivate, explanation,
quotation from text with relevant external description (totally the dictionary
contains about 190 000 words); 2) block-analyzer which is considered a
linguistic tool for completing of certain tasks in the text field (i.e. morpheme,
morphological syntactical semantic ones).

The Morphological module is a central one because the other modules
process text information through identification of it with the grammar-
morphological code. After processing the text undergoes indexing where every
word form is assigned with morphological information about part of speech
and their lexical and grammar categories as follows.

o for gender, number, case;
e for verbs: tense, aspect, mood, voice, person, gender number, transiti-
vity/intransitivity;
o for prepositions relationships with noun cases
e for conjunction: categories in respect to the function
Homonymy both lexical-grammatical and grammatical one is defined more
exactly in this module through the elements of positional syntactical analysis.

Morphological module enables to compile dictionary-concordance for a cer-
tain word-form and a certain grammatical meaning.

The working of syntactical module is provided by the list of syntaxemes
which is used for building of a dependency tree of a sentence. The dependency
tree describes formal syntactical construction of simple and complex sentences
only when the text is supplied with morphological information after the auto-
mated morphological analysis.

Applying of this module within automated syntactical analysis enables as
follows:

e to research the functioning of  morphological model of word-
combination;

e to determine the structure of text, paragraph, and number of single
and complex sentences (a paragraph is marked on the stage of the pre-
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morphological analysis under the number of intervals between
sentences, as well as the beginning and the end of a sentences).

e to build the list of syntactical-semantical frames as transitional stage to
semantical text analysis. The frame as a basic unit of the list of
syntactical-semantical frames is presented in the form of a pattern
which is comprised of:

o preset and filled with certain units positions;

e empty positions that can be filled in compliance with three principles:
selective compatibility; information capacity, and monosemy.

The Semantical module is based on thesaurus-dictionary where the words
are systematized not on the lexical principle but using the principle of presenta-
tion of conceptual relationship — beginning from the concept till lexical means
of its expression which in combination with certain content variations denote
one meaning. The ideographic principle was used not occasionally as the
following classification enables:

e to formalize description of structural relations of lexical system through
synonymic, antonymic and polysemic relations;

e to determine the location of any lexical-semantical group and any
lexeme within ideographic classification;

e to receive the formalized description of a word semantics through the
sum of concepts.
The linguistic analyzer of this module builds the text thesaurus automatically
by means of combination of general thesaurus with the list (incl. absolute
frequency) compiled automatically from selected texts. Connection of electronic
explanatory dictionary provides more precise and specific meanings in a text
which is analyzed.
As a result of working of a semantical module linguists can receive the

following information from the text:

e word semantics under the logical-conceptual synoptical scheme;

e peculiarities of usage of a polysemical word with certain meanings in

different types of discourses,

as well as:

o classify words on the basis lexical-semantical groups;

o specify and describe different figurative meaning of words.
The morpheme module provides the automated segmentation of the input text
into the morphs. The segmenting procedure is based on the list of word-form
which are divided into morphs where the morph structure of word-forms
represents structural und functional relations of morphs in a word. The
presenting of any morph structure of a word-form in a linguistic model which
specifies the boundaries and type of certain morph enables automatically to
describe any morph structure through the program procedure, for example,
3a cmyd u mu  P2R6STF9.
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The morph structure which is built automatically by the program procedure
provides with full detailed linguistic information about the morph, its
structural relations with other morphs and is defined as a working unit of
morpheme list.

The models of morph structures of words/word-forms enabled to create the
automated system of linguistic analysis which performs following tasks auto-
matically:

e to sort words into single-roots and single-affixes classes;

e to classify words upon morph-quantitative models;

e to compile lists of alphabetically arranged frequency, single-root and
single-affix words;

e to accomplish morph segmentation of text word-forms and to receive
lexicographic description of certain texts on the morph level.

The Word-formative module is based on word-formative list where all
words are grouped into word-formative families. The words from word-
formative list under support of morpheme list are grouped automatically into
the samples with single-root words and then automatically classified within the
frame of each single-root class according the quantitative-morph models.

Each sample consisting of single-root words builds a single field within the
frame of word-formative module where the morph structures of words are
classified according to quantitative-morph models. Using principles of
derivation there were developed a technology of description of word-formative
relations between motivating and motivated words that enable to build auto-
matically the working model-hypothesis of word-formative family.

The classification of words from single-root sample requires checking which
is carried out automatically in the three ways: 1) checking of correct grouping
of words into the samples of single-root words, 2) determination of word-
formative stem and word-formative formant in a derived word; 3) description of
morphonological processes taking place at every stage of word-formation.

So, word-formative module enables to analyze word usage in texts consi-
dering following aspects:

¢ the means of formation and word-formative structure;

¢ word location in the word-formative family of words;

¢ classification of words by methods of formation, word-formative mean-
ings;

¢ determination of neologisms and occasionalisms in texts;

e extension of electronic base word list with new words.
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The technology of corpus text processing is the result of theoretical and practi-
cal methods in modern linguistics. This technology of construction of modules
for text data processing becomes very efficient tool (it saves lots of time and
human resources) for specialist-linguists of different specialization. It helps to
carry out comprehensive linguistic studies quickly and at high quality level.
The systematized in a series of dictionaries information is quite important for
grammatical, stylistic, literature and semantic studies of Ukrainian texts of
different discourses (from poetic till scientific ones) in its dynamics.
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Research on bound word combinations is one of the key tasks in the research of
word stock. It focuses on the basic research dealing with word formation,
lexicology, syntax and corpus linguistics. The results have direct usage in
lexicography, translation theory and practise and didactics of (foreign)
language teaching.

The research of collocations or set expressions has got a long tradition in
Slovakia especially from a theoretical point of view (cf. Mlacek 2001, JaroSové
2000 a,b,c), in lexicography it was an accompanying phenomenon which has
explained the meanings of the words. However, a brand new dictionary
»Slovnik sucasného slovenského jazyka“ depicts and describes intentionally
collocation features of the words and uses the corpus data, the first analyses
have shown that even the academic dictionary entails an area of collocations
selectively and the compilation of a special dictionary of collocations is fully
legitimate. Not only for a precise recording of the collocation paradigm and its
forms, but it represents an independent type of recording the word stock. In
addition, the research on collocability of the words is an important assumption
for a contrastive description.

In communication, we do not use only individual words in order to create
the sentences or texts which make sense, but to a high degree we use certain
combinations of words or fixed combinations of words (collocations). They are
important building units in every language. Combinatorical features of the
words have been stored by the language users in an individual semantic
memory and are activated spontaneously in the forms of word associations.

The combinatorial features of the language units, their cooccurrence poten-
tial, their distributive features and their collocation radii are specific in every
language. They entail for every unit an arbitrary bound multivergent matrix
which, in its complexity, includes hardly recognizable and unpredictable
relations. It causes the biggest problems in acquiring and using foreign lan-
guages.

A topic on collocations has been nowadays one of the main topics of lexico-
graphy and nevertheless the most studied theoretical term in the corpus
lexicography. Present enormous quantitative and qualitative development of
the corpus linguistics, e.g. a notable quantitative increase in digitalized texts in
corpora, their different ways of marking and the existence of strong statistical
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tools for extracting and evaluating data, open completely new ways of
describing linguistic material. As the most distinctive trend in the corpus
linguistics it can be pointed out the need for the development of new methods
and tools for recognizing significant cooccurrences of words, their collocability
and compatibility.

The intricacy of the examined topic has been caused by difficulties in differ-
entiating the sets of collocations in the scale from a simple, however common
and textually high frequent neighbourhood of words without apparent or
predictable bounds between them, that do not have to be significant from the
point of frequency distribution, but they create a structural or semantic unity.
We think, in spite of the fact that frequency and stability are connected
phenomena, that instead of the conception of distinguishing a rank of the
collocations at the scale, we should come out from the model of the radius
structure of words and their collocations as a diffusion and confluent set of ele-
ments. There is a centre and a periphery, which can be changed according to
the quantitative source field (the cooccurrence and frequency distribution of the
elements) or to the qualitative source field (the semantic unity of the
combination).

The project on Slovak collocations will be aimed at registration and
description of not only multi-word lexemes and phrasemes, but also at
registration of the so-called typical collocations, which have a wide
collocability, they are frequentially differentiated and so limited in that way.
Trregular systematic collocations (idioms, phrasemes), regular text-collocations
(zimnd rekredcia) and fixed text-systematic collocations (krdjat nadrobno,
hovorit dsecne, vystipit z auta) will be described. The systematic terminological
and proprial collocations (e.g. difizna mnozina, pravy uhol; Vysoké Tatry) will
be excluded from the description (cf. the classification of collocations by
Cerméak 2006a).

From the material point of view the research will be based on the Slovak
National Corpus with 350 million text words at present time. The basic
glossary of described words will be based on frequency criteria, it means that
the most frequent words will be examined.

From a linguistic point of view, it is important the fact that collocations are
not primarily bound and generalized to an abstract term “lexeme” or “lemmal”,
but primarily to the paradigmatic forms of words, even in a different way
according to certain meanings.

As a methodological base, the project will use methods and tools of the
corpus linguistics, especially concordances, frequency distributions of the words
and cooccurrence analyses. Due to the large amount of existing collocations and
combinations of words in the corpus, we will use mathematical methods, which
can recognize word cooccurrences using statistical models, integrated in
searching tool of the corpus manager Bonito. Apart from evaluating the fre-
quency distribution of the words (with the basic frame -2 -1 0 1 2) which
recognize frequency of the words at a set interval, they will produce an index of
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the mutual information (Mi-score), which measures the strength between two
words according to the ratio of the occurrence probability between two words
and occurence of each of the two words independently. This test is suitable for
recognizing less frequent collocations. Then the contrast score (t-score) will be
measured. It is based on the discrepancy between observed and assumed
results. The test recognizes the degree of collocability of the elements according
to the absolute occurrence of them in the corpus. These data represent the
initial point for the creation of the collocation database in Slovak language and
a would be a base for the contrastive description as well.

Despite the new language technological analysis scepticism still prevails
regarding the possibility of seizing and of describing the data completely. This
scepticism results particularly from two problems. Word combinations repre-
sent a difuse continuum of semantically differently strong connected elements.
The borders between “free” and “firm” can not be specified clearly. According
Hausmann collocations are typical, specific and characteristic combinations of
words, which exhibit lexical selection restrictions (Hausmann 1985, 2004). The
question is, what is typicall and what not? On the other hand by statistical
approach the main problem is, that the frequency and stability of collocations
are not directly connected correlations. Not all high frequent word combina-
tions are also firm. One finds typical collocations in all ranks of the frequency
distribution (cf. Cermdak 2006a,b,c; Heyer et al 2006). The number of significant
cooccurrences rises also with the absolute frequency of the word in the corpus.

Sorting of collocations

Startig point here is a binary combination between basis and collocator, where
the basis is presented through a word form and collocators are the main parts
of speech — nouns (N), verbs (V), adjectives (A) and adverb (D). All other
longer structures are brought to a generalised binary structure. The combina-
torial potentials of these elements are the basis for the creation of so called
collocational templates which are basis for the patterns of collocations. By
nouns the basic model for patterns is like this: N.* [N.* | V.* | A* | D.¥]
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Example for noun as the basis:

Number Case Collocator Example
SINGULAR
PATTERN NOMINATIVE
Attr + SubINom ATTRIBUTE akademicky rok;
SubINom + Sub2 beztihonny charakter;
Verb + Sub1Nom psi Cas;
NOUN charakter cloveka;
Cas a priestor;
mrcha Cas;
rok basy;
rok kona;
VERB byt charakter;

to je charakter!;
charakter vytvara niekoho,
nieco;
blizi sa ¢as niec¢oho;
¢as je drahy;
rok plynie;
pisal sa rok ...
GENITIVE

Attr + Sub1Gen ATTRIBUTE od toho Casu;

Sub2 + SublGen onoho ¢asu;

Verb + Sub1Gen svojho ¢asu;
do(jedného)roka;
od budticeho roka/-u;

NOUN ¢rta charakteru;
centrum volného casu;
postupom ¢asu;
pre kratkost ¢asu;
do roka a do dna;

na prelome roka;

VERB je to vecou charakteru;
dockaj ¢asu (ako hus klasu);
kracat s duchom ¢asu;
niet éasu (na nieco);
travit vela ¢asu;
narodit sa roku ...

DATIVE

Attr + Sub1Dat ATTRIBUTE oproti minulému roku;
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Number Case

Collocator

Example

Sub2 + SublDat
Verb + SublDat

ACCUSATIVE

oproti predchiddzajicemu roku;

NOUN

ku koncu roka;

VERB

vyhovovat charakteru nie¢oho;
zodpovedat charakteru niecoho;

byt k dispozicii niekomu;

Attr + SublAku
Sub2 + SublAku
Verb + SublAku

LOCAL

ATTRIBUTE

na dlhy cas;
naro¢ny na cas;

po cely Cas;

v pravy cas;

cely (bozi) rok;
raz za turecky rok;
rok nato;

takto rok;

NOUN

rok ¢o rok;

rok po roku;

VERB

mat charakter;

mat charakter niecoho
(odporicania / ...);
mat rovnaky / podobny
charakter;

dozicit ¢as niekomu;
mrhat Cas;

dovfsit (...) rok;

prezit rok;

Attr + SublLok
Sub2 + SublLok
Verb + SublLok

ATTRIBUTE

po (dlhom / istom / nejakom /
pracovnom / uréitom) ¢ase;

v kratkom Case;

v ostatnom cCase;

v tom istom roku;

NOUN

v Case i necase
v ¢ase od deviatej do jednej;

v Case niecoho (detstva /
(najvacsej / rannej) dopravnej
Spicky ...;

VERB

narodif sa v roku ...
po ¢ase sa uvidi;
pracovat po Case;
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Number Case Collocator Example

INSTRUMENTAL

Attr + Subllns ATTRIBUTE svojim charakterom (svedcat /
Sub2 + Subllns pripominat / ...);
overeny casom;

Verb + SublIns pred (nejakym) €éasom;
kazdym rokom;

NOUN (zamracené a) Casom dazd;
v porovnani s (uplynulym)
rokom;

VERB byt dany charakterom nieco-
ho;
odlisovat sa charakterom;
casom vybledne nieco;

< .
casom sa ukaze;

PLURAL

PATTERN NOMINATIVE

Attr + Sub1Nom ATTRIBUTE rozdielne charaktery;

SubINom + staré (zlaté) €asy;

Sub2 Studentské roky;

Sub1Nom + NOUN charaktery ludi;

Verb charaktery postav;
Casy zaslej slavy;
roky dospievania;

VERB byvali ¢asy;
casy sa menia;
tie asy st (uz d4dvno) preé

GENITIVE
Attr + SubiGen ATTRIBUTE do (tych / dnesnych / det-
Sub2 + SublGen skych) €ias;
Verb + SublGen za starych (dobrych) ¢ias;
od 1utlych rokov;

NOUN prepracovanost charakterov;
do skonania ¢asov;
pozostatky z ¢ias niecoho;

VERB vratit sa do €ias (nie¢oho /
ked...);
dozif sa ... rokov;

DATIVE
Attr + Sub1Dat ATTRIBUTE oproti minulym rokom;
Sub2 + SublDat NOUN

Verb + SublDat
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Number Case Collocator Example
VERB
ACCUSATIVE
Attr + Sub1Aku ATTRIBUTE na tie Casy;
Sub2 + SublAku tolké Casy;
Verb + SubiAku po dlhé roky;
NOUN roky a roky;
VERB blyska sa na Casy;
pamétat si ¢asy (nie¢oho /
ked...);

prezit roky;
potrva roky;

citit roky;
LOCAL
Attr + SublLoc ATTRIBUTE v davnych ¢asoch,;
Sub2 + SubiLoc v tych casoch;
Verb + SubiLoc v najlepsich rokoch;
NOUN v €asoch niec¢oho (existencie /
krizy / ..);
(muz/zena/pén/pani / ...)
niekto v rokoch;
VERB
INSTRUMENTAL
Attr + Subllns ATTRIBUTE pred (..) rokmi
Sub2 + Subllns NOUN
Verb + Subllns VERB
Table 1.

For other templates of verbs, adjectives and adverbs with more examples see
http://www.vronk.net/wicol/index.php/Main_Page.
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Abstract. We describe a lexical database consisting of morphologically
and phonetically tagged words that occur in the texts primarily used for
language arts instruction in the Czech Republic, Poland and Slovakia in
the initial period of primary education (up to grade 4 or 5). The database
aims to parallel the contents and usage of the British English Children’s
Printed Word Database. It contains words from texts of the most widely
used Czech, Polish and Slovak textbooks. The corpus is accessible via a
simple WWW interface, allowing regular expression searches and boolean
expression across word forms, lemmas, morphology tags and phonemic
transcription, and providing useful statistics on the textwords included.
We anticipate extensive usage of the database as a reference in the de-
velopment of psychodiagnostic batteries for literacy impairments in the
three languages, as well as for the creation of experimental materials in
psycholinguistic research.

1 DMotivations for the West Slavic database

Lexical databases that reflect language use across the developmental spectrum
are critical tools for research on the development of spoken and written lan-
guage skills because they allow researchers to select materials for their studies
that are age- and grade-appropriate. A number of databases exist for adult lan-
guage, but only a few have been developed based on child language. Available
child-language corpora include the earlier American English sources The Amer-
ican Heritage Word Frequency Book (Carroll, 1971) and The Educator’s Word
Frequency Guide (Zeno, Ivenz, Millard & Duvvuri, 1995), and more recently,
Manulez, a French database (Lété, Sprenger-Charolles & Colé, 2004) and the
British English Children’s Printed Word Database — CPWD (Masterson, Stuart,
Dixon & Lovejoy, 2003). However, to our knowledge, no corpus of children’s
printed words has been published in any of the Slavic languages.



52 Radovan Garabik et al.

The data that can be generated from lexical databases have diverse applica-
tions in psycholinguistic research. For example they can produce statistics about
lexical and sublexical variables such as frequency of specific units, word length
in terms of letters or syllables, orthographic and phonological neighbourhoods,
and grapheme—phoneme consistency, to name but a few. Accumulating evidence
shows that text-based variables such as these affect learning to read and spell
from an early age (e.g. Caravolas, Kessler, Hulme & Snowling, 2005; Treiman
& Kessler, 2006; Pacton, Perruchet & Fayol, 2001). An emerging key issue in
this research area concerns the relative influence of orthographic depth on the
learning process: Does the predictability (transparency) of a specific writing sys-
tem significantly influence the way children learn to read and write it? Direct
cross-language comparisons based on corpus statistics will play a critical role
in answering this question. However, a current limitation is that there are still
few children’s lexical databases in different languages, and those that do exist,
rarely generate directly comparable statistics. This is because databases may be
designed for different scientific purposes and thus do not always contain similar
information from language to language. Moreover, linguistic features that are im-
portant in one language may be deemed to be of marginal importance and thus
not warrant inclusion in another. Thus, a fundamental motivation for our project
was to redress these shortcomings in the creation of a database that would allow
direct cross-linguistic comparisons of a wide range of measures across Czech, Pol-
ish and Slovak. Cognizant of the prevalence of English-language research and of
English-based models of language and literacy development, we based the West
Slavic lexical database (Weslalex) on the existing English CPWD (Masterson
et al., 2003). These design features will enable researchers of Slavic languages
to investigate questions that could not be addressed without corpus data, and,
they will facilitate meaningful comparisons to English measures, which so often
provide the benchmark in developmental psycholinguistic research.

2 Types of corpus statistics provided in existing
children’s corpora

The existing American English corpora provide only word frequency information
across (Carroll, 1971) and within (Zeno et al., 1995) primary school grades. The
French Manulex (Lété et al., 2004) currently contains lemmatized and nonlem-
matized grade-level word frequency lists, limited part of speech (POS) informa-
tion, and letter frequencies. The more recent extension, Manulex-infra (Peere-
man, Lété & Sprenger-Charolles, in press), generates statistics at the sublexical
level (syllable, grapheme-to-phoneme mappings, bigrams), and lexical level (lex-
ical neighborhood, homophony and homography). The British English CPWD
(Masterson et al., 2003) allows searches by grade and it offers a wide range of
possible searches at the lexical and sublexical levels. These include searches of
orthographic and phonological attributes such as neighbourhoods, component
letters and phonemes, word length, and frequency. A feature that is currently
missing from all of these corpora is a detailed morphosyntactic level of analysis.
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Although impressive advances are now being made in several languages, no com-
prehensive children’s database, that includes all of the above search possibilities,
has yet been developed.

3 Features of the West Slavic database

The database that we are developing is modelled in part on the CPWD, and one
of our key objectives is to make possible parallel cross-linguistic searches in any
of our Slavic languages and this English language resource. In addition, however,
a truly useful tool for psycholinguistic research in the inflected Slavic languages
requires information not only at the lexical and sublexical (grapho-phonological)
levels, but also at the morphophonological, grammatical and phrase levels.

Thus we include POS information derived from sentence-level analyses, and
one of our search tools permits searching of multiword sequences. The integration
of the lexical/sublexical database and of the sentence-level database is one of the
critical challenges being addressed in our project.

4 A description of the pilot database materials

The database currently contains printed words in Czech (388654 tokens, 64411
distinct wordforms, 24 364 distinct lemmas), Polish (175404 tokens, 34 067 dis-
tinct wordforms, 13767 distinct lemmas), and Slovak (180674 tokens, 30060
distinct wordforms, 14610 distinct lemmas)! from texts primarily used for lan-
guage arts instruction in each country in grades up to 4 or 5. Based on surveys
carried out in each of the three countries, we selected books and materials from
those series that are currently the most widely used. Some intercultural dif-
ferences necessarily emerged so that different numbers of books were sampled
in each country. The simplest case proved to be Slovak where only one lan-
guage arts series is approved by the Ministry of Education; thus we selected the
designated readers and one Slovak language grammar book from each primary
grade (1 to 4). The total number of Slovak books is therefore relatively small (9
books), but they represent an exhaustive sample of the materials children read
as part of their language arts instruction. The Czech case was less straightfor-
ward because several Ministry-approved series exist; however, we chose the two
series that predominate. Thus for each grade level (1 to 5) we chose one reader
and one grammar workbook from each series for a total of 19 books (grade 1
did not have a grammar workbook). The Polish case was the most complex for
two reasons. First, as in Czech, several series are Ministry-approved, thus ne-
cessitating the selection of a sub-sample. Second, the recently reformed primary
education curriculum integrates teaching of different subject areas and thus no
separate, dedicated language arts text books are currently in use. Instead, for

! The count contains the tokens without punctuation, digits and nonwords. Also the
text annotated as instructions is excluded from the lowest grade — the reason being
that these instructions are presumably not read directly by the children in this grade.
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each grade level (0-3 equivalent? to 1-4 in the Czech and Slovak school system )
children receive up to 20 booklets in which language as well as maths, science,
etc. are covered in overlapping sequences. Consequently, we selected one widely
used scheme and within this we selected 11 booklets (five from grade 0, two
from grades 1-3 each), we prioritized those with a greater emphasis on language
arts and reading where possible. We are confident that using these procedures
we have sampled books in each language that are highly representative of the
reading materials encountered by primary school children.

5 Text processing and annotation

All of the books were scanned and submitted to OCR. The OCR-ed text files
were then proofread and annotated by proficient speakers of each language (typ-
ically students in language education or in psycholinguistics). The texts were
then analysed for morphological categories and POS in each language, and were
phonologically transcribed, obtaining texts with POS, morphological categories
and phonemic transcription for each word.

The texts were manually annotated with XML to mark nonwords and meta-
text — instructions on using the text. Using XML tags provides the possibility
of using already existing tools for XML validation, thus reducing the number of
annotation mistakes.

6 Morphosyntactic annotation

Due to the highly inflected character and rich morphology of the languages in
question, morphosyntactic analysis and lemmatization is not a trivial task. Given
the number of texts present, it was impractical to annotate the words manually,
and we had to use automatic tools. For Czech, the tagger described in (Haji¢ &
Hladka, 1997) was used.

Since no sufficiently accurate Polish parser was freely available, we used the
Waspell (Plotnicki, 2003) morphological analyzer program, which is based on
the Ispell Polish dictionary.?

For Slovak, although another morphological tagset and tools for automatic
text processing (Garabik, 2006) exists, we decided to use the same tagset as the
Czech one, adapted for the Slovak language (Haji¢, Hric & Kubon, 2000). This
will make eventual cross-linguistic comparison between Czech and Slovak texts
easier.

6.1 Czech and Slovak tagsets

The Czech tagset describes 13 different morphological categories: part of speech,
detailed part of speech,* gender, number, case, posessor’s gender, posessor’s num-
ber, person, tense, degree of comparison, negativeness, voice and register. There
2 Children at the age of 6 enter a reception grade, which is referred to as grade 0.

3 http://ispell-pl.sourceforge.net/
4 As named by the authors.
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are 12 different main part of speech categories, with particles forming their own
category (as is the custom in Slavic linguistics). Punctuation also has its own
tag (including sentence boundaries mark).

Special care has to be taken in interpreting the gender category — in addition
to four common values (masculine animate, masculine inanimate, feminine and
neuter), there are also additional possible values, corresponding to genders con-
flated due to inflectional syncretism. These are “feminine or neuter”, “feminine
singular only or neuter plural only”, “masculine inanimate or feminine plural
only”, “masculine (either animate or inanimate)”, and “not feminine”.

The number category contains a special value for the old Slavic dual, present
in the Czech language only in a few nouns (not present in the Slovak version of
the tagset). The most notable deficiency of the tagset is the absence of a verb
aspect category.

6.2 Polish tagset

The Waspell morphological analyzer analyses wordforms in isolation, without
taking syntactic context into account. While it produces a detailed morphological
description (similar to that obtained for the Czech and Slovak corpora) it results
in a large proportion of alternative descriptions, due to inflectional syncretism.
For example, each occurrence of the token miaf, which can mean either ‘coal
dust’ or ‘he had’, receives these three analyses:

— noun, masculine, singular, nominative
— noun, masculine, singular, accusative
— verb, perfective, indicative, past tense, 3"? person masculine singular

Manual disambiguation of this output (by identifying ambiguous words in
original texts) was not feasible at the level of full morphological description.
Therefore, for the pilot version of the database we decided to specify only the
part of speech. While part of speech could also be ambiguous (as in the example
given above) this ambiguity affected only a small proportion (1-2%) of word-
forms. Disambiguation was accomplished by listing all ambiguous wordforms in
Waspell’s output, and checking them against the original text.

7 Phonemic transcription

It was desirable to include a phonemic transcription of the written texts. This
gives us access to various statistical analyses on the spoken, rather than the
written, language level. There were, however, several open problems concerning
the exact nature of the transcription. One possibility was to deploy the SAMPA
transcription (Fourcin, Harland, Barry & Hazan, 1989), a substitute for the
International Phonetic Alphabet which has the advantage of using only ASCII
characters, which are easily entered and do not require any special software
arrangements at the client’s side, such as special fonts and keyboard layout.
However, with modern computing systems, the technical advantages of SAMPA
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diminish and some disadvantages come to the fore. The SAMPA transcription is
usually specific for a given language, and transcriptions for different languages
sometimes collide, complicating further comparisons (however, this is not the
case with the Czech, Polish and Slovak transcriptions). Moreover, SAMPA for
these languages uses a rich variety of non-alphanumeric symbols, interfering with
regular expressions, thus complicating queries in the database. We therefore
opted for an ITPA transcription, using Unicode internally and presenting the
output in UTF-8 encoding.

Pronunciation was rendered in terms of classical phonemic analysis, which
means that sometimes salient phonetic and morphological information was dis-
regarded. Diphthongs were treated as a sequence of two phonemes (vowel plus
glide), affricates and long vowels were treated as single phonemes. When no con-
fusion could result, typographically simple (preferably ASCII) IPA characters
were chosen over more complex and precise ones: thus Czech hezkd ‘pretty’ is
transcribed as /heska:/, not /fieska:/. Nonsyllabic components of diphthongs
were given distinctive representations as glides (/j/ as in kraj /kraj/ ‘region’,
or /u/ as in Czech and Slovak auto /auto/ ‘car’ — disyllabic sequences of vowel
plus vowel are possible in the languages targeted.

Syllable boundaries were not marked, because they are usually inferrable
from the phoneme sequence; at other times they can be controversial. Word
stress was not transcribed because it is not phonemic.

There are different possibilities in representing sibilant affricates. The first
and simplest possibility is to encode them as the sequence of constituent pho-
nemes, /ts/, /dz/, /t[/, /d3/, /te/, /dz/. This is clearly unacceptable for Slavic
languages, because the affricates are phonologically different from diphonemic,
non-affricate sequences of phonemes. Another possibility is the obsolete TPA
ligature notation: /ts/, /d&z/, /t{/, /&/, /te/, /d&/. This has the clear advantage
of representing one (affricate) phoneme with one Unicode character, facilitating
regular expression queries and statistical analysis. The last possibility to be
considered is to use the official IPA transcription (with the tie bar above), /ts/,
/dz/, /a'/, /d3/, /t¢/, /dz/. This has the advantage of being official, but also
two principal disadvantages. The first is that there is not yet quite uniform
support of Unicode combining characters across various operating systems and
font rendering engines commonly used. However, support is rapidly growing and
is present in all the recent common computing environments, and, where lacking,
an easy, free upgrade is almost always available. The second disadvantage is
the fact that each affricate is now represented as a sequence of three Unicode
characters. This makes the queries more difficult, e.g. to search for a word with a
phoneme /t/, instead of writing a regular expression . *t . *, we have to make sure
that the character following the character after /t/ is not a U+0361 COMBINING
DOUBLE INVERTED BREVE. The above mentioned regular expression would look
like .*t(?1.).% — that is, /t/ not followed by two characters, the second of
which is the tie bar, followed by any sequence of characters. This is complicated
by difficulties of entering and editing text with a standalone combining character;
however, these complications can be remedied by putting a special translation
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level in the WWW interface, translating simpler (preferably noncombining), user
entered characters into complicated IPA Unicode character sequences.

7.1 Czech phonemic transcription

A standard literary Czech pronunciation was chosen as a reference. In the ab-
sence of definitive, freely available pronunciators, Czech pronunciations were al-
gorithmically inferred from their spelling. Proceeding from left to right through
the word, each of approximately 94 context-sensitive rules were consulted, and
the first rule that fit the context determined the pronunciation of the letter in
question. For example, the rules for the letter € decode it as follows:

1. /ne/ if immediately preceded by m

2. /e/ if immediately preceded by a dental stop letter, i.e., the regular expres-
sion [dnt]

3. /je/ otherwise

In turn, the rules for the dental stop letters each contain a clause mapping
them to a palatal stop when followed by ¢, among other letters (i.e., [§11]). The
contextual rules all reference the input orthography, not the output phonology,
and there are no multi-step derivations for individual letters. A few rules make
special provisions for consuming more than one letter at a time (ch mapping to
/x/, dz mapping to / &\Z/ , dZ mapping to / El%/ , but such complications are rare
in Czech, which has very few digraphs.

Most of the context-sensitive rules serve to handle voicing issues, such as
when letters like d, normally voiced (/d/), are devoiced, as in led /let/ ‘ice’,
or vice versa cetba /‘Ejedba/ ‘reading’ Such mappings can easily be predicted
from the immediate context. A slightly more complicated case is that devoicing
occurs before final me but only in first-person plural imperative verb forms, as
in odpovézme Jotpovjesme/ ‘let us answer’. Here the rule system can exploit the
fact that the words entering the pronunciation module have already been tagged
for morphosyntactics; analysis tags beginning Vi-P---1 identify words as being
first-person plural imperative verbs.

Unfortunately, however, the tagging system does not provide all the informa-
tion needed to unambiguously apply all of the rules of Czech orthography. For
example, in the word odzdtkovat ‘to uncork’, the letters dz are to be interpreted as
two individual phonemes, /dz/, not as the digraph pronounced /dz/. This could
be inferred if the system knew the word has a transparent morpheme boundary
between the d and the z (od- is a private prefix, zdtka is ‘cork’), but that infor-
mation is not supplied. Furthermore, there are hundreds of words whose correct
pronunciation could easily be inferred if the system only knew that they were of
non-Slavic origin. For example, n is normally pronounced /n/ before 4, but not
in Latinate words like penicilin /peni‘?silin/ ‘penicillin’. These and other issues
are handled with an exception list. Virtually all of the exceptions are of the form
penicilin — p=p e=e n=n, which means that if a word has been tagged as a
form of the lexeme penicilin, then if the wordform in question begins pen, those
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three letters should be assigned the phonemes /p/, /e/, and /n/, respectively,
and the rest of the word should be decoded using the ordinary rules of Czech
orthography.

Czech is sufficiently regular that this simple system is basically adequate,
although it would be more satisfying if such “exceptional” pronunciations could
be worked out from first principles (e.g., etymological information) instead of
by stipulation. Catching exceptional pronunciations is fairly labour intensive,
although the work was speeded significantly by checking a sorted list of the
word types in the corpus against two Czech language works that include notes
on some exceptional pronunciations: Pravidla ceského pravopisu (2005) and ABZ
slovnik cizich slov (2006).

Further progress in correcting exceptional spellings will require careful atten-
tion from linguistically trained native speakers. Especially with lesser-known or
more recently introduced foreign words, it is not always easy to guess how their
pronunciation will be adapted to Czech phonology. Another continuing problem
involves the pronunciation of unusual clusters such as double letters. Whether
these are reduced to simpler pronunciations, such as single phonemes in the case
of double letters, depends on a combination of factors such as the salience of
any intervening morpheme boundary and a rather nebulous perception of which
of multiple variant pronunciations is currently considered too colloquial or too
stilted to be considered standard. In the absence of authoritative reference books,
the active assistance of a skilled orthoepist is required.

Pronunciations are internally stored in a way that explicitly aligns them
to their spelling. For example, the pronunciation of hezkd ‘pretty’ is stored in
the form h=h e=e z=s k=k &=a:, with letters to the left of each equals sign
and phoneme representations to the right. This representation facilitates the
compilation of statistics on spelling consistency and enables the searcher to easily
request, for example, all words where /z/ is spelt s. This notation accommodates
the relatively rare instances where a sound is spelt with two letters, as in Cech
‘Czech man’ &=t e=e ch=x (technically ch is considered a single letter in Czech)
and Anglie ‘England’ a=a n=n g=g 1=1 i=ij e=e.

7.2 Polish phonemic transcription

The Polish pronunciator (which is still under development) is modeled very
closely on the Czech pronunciator described above: it algorithmically derives
pronunciation of single words from their spelling.

Building the pronunciator required choosing one model of “standard Polish
pronunciation” among several available alternatives. Some particularly impor-
tant phenomena include the varying pronunciation of word-final ¢ (pronounced
as nasal vowel /&/ in careful, conservative speech, but typically is oral /e/); the
distinction between dental nasal [n] and velar nasal [g], which is phonemic in
the Warsaw dialect of Polish, but phonetic in the Poznan-Krakéw dialect, where
[y] is only a positional variant of /n/ (Strutynski, 1997); and the distinction
between some palatalized consonants (e.g. [p'], [k]), and their non-palatalized
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equivalents ([p], [k], etc.) which is again either phonemic or merely phonetic,
depending on the region.

Since Polish has several digraphs, (e.g. rz) where Czech and Slovak have
accented letters (e.g. ), this opens up more possibilities for parsing ambigui-
ties; for example, 7z represents two separate sounds in marzngé / marznopﬁ; / ‘to
freeze’, rather than its usual /3/. In practice, however, we have found that very
few exceptions arise if the program always treats digraphs as such; such excep-
tions can be handled by explicitly listing exceptional lemmas. As was the case in
Czech and Slovak, the identification of such exceptional pronunciations requires
checking the output of the analyzer by linguistically trained native speakers.

7.3 Slovak phonemic transcription

For the automatic Slovak transcription, we used the system described by (Iva-
necky, 2003). The software transcribes the text into SAMPA (Ivanecky & N&bél-
kovd, 2002); we created translation tables into IPA as used by our database. The
software can take into account consonant assimilation across word boundaries;
however, we decided not to use this possibility for the pilot version, since at least
initially, most queries will concern only isolated words, and because we will thus
maintain compatibility with Czech and Polish transcriptions. However, devoicing
at the ends of words was still applied. One problem concerns the transcription of
the vowel d and the syllables le, li and [7— all of which have two possible pronunci-
ations, /ae/ vs. /e/; /&e/, /&i/ and /&ii/ vs. /le/, /1i/ and /liz/. While the former
pronunciations have for all practical purposes disappeared from standard Slovak,
they are still considered formally correct, and as such are taught in elementary
schools. Thus, using /e/ and /1/ for the transcription would accurately reflect
standard spoken language, while using /a&/ and /£/ would reflect the prescribed
school usage. We have chosen the official prescribed variant, since teachers are
more likely to pronounce the phonemes in the “correct” way, especially when
teaching the letter—sound correspondences.

The accuracy of the transcribed phonetic assimilation heavily depends on
the detection of intra-word morpheme boundaries, which in turn requires a good
morphological dictionary, which is not currently available. Another problem is
a (relatively) huge number of orthographic exceptions in Slovak, especially in
loanwords. These mostly involve e, ¢ and 7, which routinely mark preceding ¢, d
or n as palatal in native words but not in non-Slavic loans. Currently, the soft-
ware contains just a small dictionary of orthographic exceptions, and therefore
transcription of most of the loanwords marks palatal consonants incorrectly.

8 Query interface

We made available two independent query mechanisms, accessible from the
project’s page at http://spell.psychology.wustl.edu/weslalex. One inde-
xes the data and presents the query results in a keyword-in-context (KWIC)
interface; the other is similar to the CPWD functionality.
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For the first tool, the files were converted into so-called vertical files, where
each word in the text is represented by a separate line. Each line contains several
tab-separated fields: the word’s spelling, lemma, morphological tag, and pronun-
ciation in IPA. This format is easily parseable by simple computer programs and
therefore is well suited for custom statistical analyses beyond the capabilities of
the systems described here.

The vertical files were indexed using the Manatee corpus manager system
(Rychly, 2000). It is possible to query the corpus using specialized multiplat-
form client software Bonito, offering a rich set of query possibilities and statis-
tical analysis. It is possible to query individual token attributes matching given
regular expressions, to search for sequences of arbitrary tokens, to apply negative
and positive filters depending on context to search results, to sort the concor-
dances by different criteria, and to obtain a frequency analysis of any token:
raw frequency, collocates, and measures of mutual independence (raw MI scores
and frequency-adjusted /t/ scores). A simplified user interface has been built to
accommodate the need for quick access to queries, without the need for complex
statistical analysis. This interface is accessible through a simple WWW interface,
and affords the possibility of the same type of queries as Bonito. This interface
contains a simple on-screen virtual IPA keyboard, to facilitate queries in the
phonemic transcription.

The other query tool is intended to provide for the Czech corpus a func-
tionality similar to that of the CPWD. It is an HTTP-based service that lets
users query the corpus by desired lexical characteristics. Users can specify which
specific texts they wish to search, whether they wish to include metatextual in-
structions, what lexical properties they wish to search by, and what properties
they wish to see displayed for each retrieved word type. In addition, token counts
are always provided for each word type, as well as certain types of statistics for
each displayed property.

The basic properties defined for each word are its case-sensitive spelling;
its lemma, lemma properties, and morphosyntactic analysis, as supplied by the
(Haji¢ & Hladk4, 1997) program; and its letter—phoneme alignment. For conve-
nience, several secondary properties are derived when users refer to them. These
include an uppercase version of the spelling, which is useful when users wish to
ignore case distinctions; the pronunciation; various fields for different parts of
the morphosyntactic analysis, such as part of speech, gender, and so forth; and
spelling and pronunciation lengths.

An unusual characteristic of the retrieval tool is that the definition of a word
type is not built in, but is defined by the end users based on what properties they
ask to have displayed. For example, if users request case-sensitive spelling, lemma,
information, and full morphosyntactic analysis, the definition of word type will
be very specific. A word like riZe ‘rose(s)’ could appear as several different
word types depending on the specific case and number it represents (nominative
singular, genitive singular, nominative plural, etc.), and a capitalized version
would represent many more types. On the other hand, if users request only the
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uppercased version and do not ask for full morphosyntactic analysis, all uses of
ruze or RiZe will be subsumed under only one word type.

The system also displays aggregated statistical information depending on
what fields the users ask for. If users ask to see a spelling field, the tool will give
the range and mean of the word lengths and will also tell how often each letter
appeared. If the letter-phoneme alignment field is requested, spelling correspon-
dence statistics are provided in each direction: e.g., how many times the letter
z represented each of its possible pronunciations (/z/ and /s/), and how many
times a phoneme, such as /z/, is spelled with each of its possible spellings (z
and s). For the categorical fields, such as gender, a tally is provided telling how
many times each individual level, such as feminine or masculine, appeared. All
counts are given both by word types and by word tokens.

By default, information is presented about all the words in the corpus. It is
also possible to limit the search to words that have particular properties. Typical
boolean search queries are accepted. Most fields contain character strings and
can be searched via arbitrary regular expressions. For example, the following
query looks for nouns that end in -0 in the nominative or accusative case but
which are (contrary to the usual pattern) not neuter: spell_uc = ".+0" and
pos = "N" and (case = "1" or case = "4") and not gender = "N"

Output is sorted in Czech lexicographic order and is presented as a list
of tab-separated values, to facilitate importation into statistical programs or
spreadsheets. The default character encoding is Unicode UTF-8, with spellings
presented in normal Czech orthography. However, because it is not always con-
venient for users to input such characters, ASCII sequences are also understood,
such as ¢< for ¢ and u0 for 4. For IPA characters, several different synonyms are
often accepted: /tf/ can be input as /t_s</ or /c</, or, for those with Czech
keyboards, /t_§/ or /&/. Display uses the full Unicode character set unless the
user specifically requests a more limited set; choices are ASCII and two character
sets often used for Central European computing: Windows-1250 and ISO/IEC
8859-2. These are provided primarily to accommodate legacy software.

Although the tool is currently very usable, several enhancements are being
planned, foremost among these being the inclusion of material from the Polish
and Slovak corpora. We also plan several additions to bring the interface and
capabilities more in line with those of the CPWD. This involves adding new de-
rived properties, such as counts of orthographic neighbours (words that differ by
only one letter). Perhaps even more important will be the addition of simplified
search forms to make the corpus easy to search by people who have no prior
experience with boolean search techniques and who have not read the help files.

9 Applications

The database was conceived by developmental psycholinguists and linguists for
primary use in various types of developmental research. One important applica-
tion of children’s printed word statistics is in the study of the impact of ‘exposure
to print’ and of implicit learning mechanisms on the development of reading and
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spelling skills (e.g., Cassar & Treiman, 1997; Steffler, 2004). For example, in
research on spelling development in a language like Slovak, it is important to
understand the effectiveness of explicit instruction on children’s learning of rules
such as that governing the spelling of palatalized consonants (e.g., /c/ is spelt ¢
before i, 7, e but as ¢ in other environments), and to what extent this learning is
influenced simply by the frequency of exposure to constructions that reflect this
rule; there are many more words with ¢, such as teta ‘aunt’ than with £, such as
tava ‘camel’. Until now, only adult-language corpora were available to address
this question. However, it is not always appropriate to rely on adult-language
statistics. To illustrate, for a high frequency word in child language such as teta
(in Slovak /ceta/), which is a model word used to teach the spelling rule for
the palatalized consonant /c/ in second grade, the adult frequency according to
the Slovak National Corpus is 23 occurrences per million (according to Mistrik,
1969 it is 3 occurrences per million). In contrast, the real frequency of teta in
children’s printed materials is much higher — in our Slavic database, it is 175
occurrences per million. Moreover, this word is acquired early, around 2.6 years
of age (based on age of acquisition norms derived from adult Slovak speakers’
ratings (Mikulajovd, in preparation)), and thus is highly familiar to children by
the time they are in second grade. Consequently, children might learn to spell
/ceta/ correctly as teta and not teta through exposure to print during activi-
ties like shared reading of fairy tales and bedtime stories, well before the rule is
explicitly taught.

The database is already being put to use in a broader project aimed at the
creation of the first diagnostic spelling test in the Slovak language (Caravolas,
Mikulajova & Vencelovd, in preparation). Word lists for this standardized test
battery were selected according to several criteria, one of which was word fre-
quency. The database allowed us to check the frequency of words and sublexical
units that appear in the reading materials that the majority of Slovak children
are exposed to in grades 1-4. Thus, the role of explicit (via classroom instruction
of rules and patterns) and implicit learning of spelling rules (from exposure to
print) could be compared.

In another study (Caravolas, Mikulajovid & Vencelovd, 2007) the database
was used to estimate frequencies of different types of Slovak graphemes (with
and without diacritics) and syllables to investigate the role of sound-letter con-
sistency and letter—sound complexity in learning canonical and contextually con-
ditioned letter spellings in Slovak.

We envisage many further uses of our database, not only for a wide variety of
single-language and cross-linguistic investigations of literacy development, but
also in studies of child language development, bilingualism and biliteracy (at least
in the languages included in the West Slavic database and English). Importantly,
we expect the database to have applications beyond the field of psycholinguis-
tic research. For example, teachers will be able to search for appropriate word
lists for teaching and remediation, and writers of children’s materials will have
easy access to the vocabulary that children encounter in schoolbook reading at
different ages. Not least, the database can be used for advancing the work of
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computational linguists currently working on Czech, Polish and Slovak adult
corpora, none of which currently contain sublexical or phonological information.
Thus, we see our contribution of a child-language corpus as being of potential
general interest to educators, linguists and psycholinguists alike.
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Abstract. Machine translation from Czech to Slovak is still in its early
stage. Bilingual dictionaries have big impact on quality of translation.
As Czech and Slovak are very close languages, existing dictionaries cover
only translation pairs for words which are not easy to infer. Proposed
method described in this paper attempts to extend existing dictionaries
by those easily inferable translation pairs. Our semi-automatic approach
requires mostly ‘cheap’ resources: linguistic rules based on differences
between words in Czech and Slovak, list of lemmata for each of the lan-
guage and finally a person (non-expert) skilled in both languages to verify
translation pairs. Proposed method tries to find candidate translations
for given word and select the most similar lemma from other language as
translation. Preliminary results show that this approach greatly improves
effectivity of building Czech-Slovak dictionary.

1 Introduction and Motivation

Machine translation counts among those problems expected to have been already
solved using computers. Development in this area passes through periods of both
prosperity and diminished research investments. In recent years, unrealistic ex-
pectations seems to have faded. Investments are logically focused on transla-
tions among languages with commercial potential: English—Japanese, Arabic or
Spanish. Minor languages including Czech and Slovak, lack both resources and
commercial potential. Therefore, translation among those is generally neglected.

One of the basic pieces needed for creation of machine translation tool is
a translation dictionary. In case of close languages, we can usually do with a
simple dictionary, that only contains translation pairs and smaller, more robust
dictionary, for more complex cases (e.g. context-dependent word translation).
In this paper, we will focus on a method for efficient creating a dictionary with
translation pairs only.

2 Slovak and Czech Languages

Czech and Slovak are two closely related languages which together form the
Czecho-Slovak sub-group of West Slavonic languages [1]. Despite their similar-
ity and nearly universal mutual intelligibility, the literary languages are clearly
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differentiated. The effect is that among other things they are each based on a dif-
ferent dialect due to their separate standardisation. Although Czechs and Slovak
lived together in one state for relatively short period of 68 years (1918-1938 and
1945-1992) compared to their literary tradition their linguistic relations have
been very close since the Middle Age. Most of this time, however, the relation-
ship was somewhat asymmetrical.

Similarities among these languages allow us to simplify the groundwork re-
quired for a translation dictionary of words and phrases. In most cases, it is
sufficient to add the important suffixes for creation of inflected word forms.
These are extractible from a morphological database. Word, that overlap in only
a subset of meanings need to be found and processed manually. These words
form the basis for differential dictionaries, which have been — and still are — pub-
lished as books, and it is therefore possible to rely on them. An other language
resources for Czech and Slovak are single-language corpuses (e.g. CNK [2] and
SNK [3]), morphological databases and lists of lemmata from other sources (e.g.
spell-checkers).

3 Rule-based method

In the creation of the dictionary, we chose to use lists of words from freely acces-
sible sources used for spell-checking ([4] and [5]). Since these linguistic resources
don’t even have lexical categories assigned they can be easily extended. Same is
true for the dictionary. For reference, we use PC Translator! dictionary, which
we have available in digital form.

Due to similarities among the two languages, we have decided to devise rules
to rewrite letters in a word (in the direction Slovak—Czech). In the process, two
sets of rules have been created. First set K, by a native Czech speaker, contains
50 simple rules, the second set G, written by a native Slovak speaker, contains
15 simple rules. The rules in both sets are written using the same formal lan-
guage regular expressions. The differences among the sets K and G are not only
in the number of rules but also in approach. On average, set K generates four
times as many candidates for Czech words as the set G. Translation candidates
created this way are looked up in Czech list of words, and if found, we assume
the translation pair valid. This way errors are introduced into the system, specif-
ically with words that have different meaning, but after application of the rules
are spelt the same (e.g. (sk) kel — (cz) kapusta, (sk) kapusta — (cz) zeli). In
addition, we have included another set, B, which does no transformations at all
(the words have to be spelt the same way in both languages). The sets have been
tested over words present in the reference dictionary. Results are presented in
table 1.

! The dictionary has been modified to only contain lemmata, which reduced the num-
ber of translation pairs to roughly 80 thousand pairs.



Effective Methods of Building Slovak-Czech Dictionary 67

Set of Rules| Recall |Precision
B 18.17%| 99.36%
G 37.91%| 98.98%
K 52.65%| 97.07%

Table 1. Results of method based on set of rules

4 Method based on edit distance

For creation of candidate translation pairs, it is possible to also use edit distance
of two words. There are several metrics that could be used. We have chosen Lev-
enshtein distance [6], which computes the number of changes (addition, deletion
and replacement of a single character) that are necessary to get the second word
(e.g. l(kitten, sitting) = 3, since kitten — sitten — sittin — sitting). Another
important property of this metric is that can be used with words of different
length. After computation on the reference dictionary, we have found that 75%
of the translation pairs have Levenshtein distance in the range from zero to
three. Edit distance between the words in the translation pair is generally not
related to frequency of the word, and differences among distribution of words
with different distance among 1000, 5000, 10000 and 20000 most frequent words
is according to our research just above statistical error.

Apart from Levenshtein distance, we have tried also a modified version of
it [7], that allows us to set prices for different changes (i.e. change of ‘4’ to ‘@’
is cheaper than a change from ‘g’ to ‘a’). Due to large number of calls to the
distance function, this more expensive function would have caused the whole
computation to run for several weeks. Due to this, together with relatively low
gain we have decided not to use this method.

Finding translation pairs is done in two independent steps. First, finding
candidates, since in a given distance, there may be more than one single word.
Then, selecting the right candidate pair, out of the words, that are in the same
distance.

We have implemented the search itself by picking the words with minimal
distance to each Slovak word. This operation is fairly computationally intensive,
since for each pair the computation has to start over.

Selection of translation pair was facilitated using three basic methods: First-
Match, AnyMatch, JustOne. First of the them, FirstMatch takes for the valid
pair the one that is first in alphabetic order, and it has been used as a baseline
for comparison. The AnyMatch method accepted the translation pair to be valid
if at least one of the pairs were present in the dictionary. Since this method never
removes valid results, we have used it as an upper bound. The JustOne method
lies in picking the translation pair only if there is exactly one candidate pair.
The results for different distance thresholds are presented in table 2.
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5 Combined methods

The described approaches have different combinations of coverage and precision.
We wanted to find a method with high precision (> 90%) and suitable recall.

We started to use method with best precision and use others approaches
afterwards. First, we produced a translation candidates using a set of rules.
If one of the translation candidate existed in target language we used it to
create a translation pair. Otherwise we had count the edit distance between
each translation candidate and each word in target language. Words that have
edit distance below threshold (maximal acceptable edit distance) had been used
as our new translation candidates and we have used elimination methods on
them, e.g. JustOne to produce a translation pair.

It is also possible to use method based on edit distance more than once but
we have to change metrics for edit distance. We have decided to use a modified
Levenshtein method that is computationally intensive but we had use it only to
count edit distance between source word and its translation candidates.

Selected results are presented in table 3. It is interesting that the difference
in recall between rule sets G and K rapidly decrease when they are used in
combined methods.

Differences in coverage between rule sets G and K have diminished from 18
to 2 percentage point.

6 Conclusions

This project has shown, that it is possible to create a Czech-Slovak dictionary
even without extensive resources. Since in dictionaries, high precision is expected,
the presented method is not suitable for fully automatic dictionary creation. The
precision achieved, however, gives hope that the method will be useful, accom-
panied with existing differential dictionary, which should contain all kinds of
problematic words. This approach is unlikely to be useful for languages with
deeper differences, but there is possibility to apply it for e.g. creation of dialec-
tologic dictionaries.
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Abstract. This paper presents a new implementation of administration
framework for the DEBII dictionary writing system. We present the de-
tails and examples of the user management part as well as graphical
scenarios for dictionary service setup, adaptation and automatic gene-
ration of user application based on the dictionary XML schema.
Keywords: dictionary server; dictionaries administration framework;
DEB

1 Introduction

The DEB development platform is being developed at the NLP Centre at FI
MU Brno for more than two years. The primary impulse for such system came
from the need of fast implementation of new dictionary applications for various
kinds of dictionaries. In order to cope with the required versatility, the XML
format of the dictionary entry was a natural choice for the new system. Other
useful features of the platform, that resulted from a complex analysis, are further
described in the Section 2.

Of course, there were other systems designed on similar criteria as the DEB
platform, such as the Papillon project [1] or the TshwaneLex [2] system, but
they did not offer all the required qualities. The systems that are up-to-date and
actively developed are usually distributed on a commercial basis, and the freely
available ones come from older and terminated projects.

The DEB system in its current version is being actively used by several
hundreds of users world-wide. In the following text, we will concentrate on the
description of the new administration framework of the platform, which allows
to handle the most frequent management tasks.

2  Overall description of the DEB dictionary writing
system

The most important property of the system is the client-server nature of all
DEB applications. This provides the ability of distributed authoring teams to
work fluently on one common data source. The actual development of applica-
tions within the DEB 11 platform can be divided into the server part (the server
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Fig. 1. User access rights settings.

side functionality) and the client part (graphical interfaces with only basic func-
tionality). The server part is built from small parts, called servlets, which allow
a modular composition of all services. The client applications communicate with
servlets using the standard web protocol HTTP.

Since the data on the server is stored in XML, the actual data storage backend
is provided by Berkeley DB XML [3], which is an open source native XML
database providing XPath and XQuery access into a set of document containers.

The user interface, that forms the most important part of a client application,
usually consists of a set of flexible forms that dynamically cooperate with the
server parts. According to this requirement, DEB 11 has adopted the concepts of
the Mozilla Development Platform [4]. Firefox Web browser is one of the many
applications created using this platform. The Mozilla Cross Platform Engine
provides a clear separation between application logic and definition, presentation
and language-specific texts.

2.1 Current client applications

Current development of the DEB 11 platform includes implementation of sev-
eral real-life dictionary applications such as DEBVisDic [5], PRALED [6], DEB
CPA [7], Cornetto and others.

3 The DEB administration framework

Initially, DEB server was developed with just command-line management of
dictionaries and administration of user passwords for authentication. The con-
figuration was realized by structured text files and data processing scripts.
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<user>
<login>adam</login>
<name>Adam Rambousek</name>
<email>xrambous@fi.muni.cz</email>
<org>Faculty of Informatics</org>
<addr>Botanicka 68a, Brno</addr>
<pass>3Ja8ivX120BOU</pass>
<services><service code="debdict">
<dict code="scs" perm="r"/>
<dict code="scfis" perm="r"/>
<dict code="cia" perm="r"/>
<dict code="scfin" perm="r"/>
<dict code="diderot" perm="r"/>
</service></services>
</user>

Fig. 2. XML entry for the user from the Figure 1

After DEBVisDic has spread to more users world-wide and has been used for
building several national Wordnets (Polish, Hungarian, Slovenian or Afrikaans),
a more sophisticated administration interface for DEBVisDic users and dictio-
naries was created. Later on, this interface was transformed to more general and
complex dictionary management application for the whole DEB 11 server.

The DEB 11 server packages are currently being deployed on several servers in
different organizations and often more than one user need to administer a single
DEB server without having a direct server access. Thus, the administration
interface must be accessible remotely and without any special tools. The best
choice for this task is a web-based interface, where the user needs just a web
browser.

The interface should support easy administration of all the server areas.
Of course, the main area of a dictionary management server is the dictionary
management. Each dictionary is described with several basic attributes, like
its name and code, the filename of its storage in the DB XML database, its
dictionary type, the XML schema or indexed elements or XSLT templates for
output displaying. Also, some projects may need extra specific settings — e.g. the
DEBVisDic clients need to store information about the inter-dictionary links.
After the dictionary is set up, the interface has to support import and export of
XML data into and from the DB XML format.

3.1 The implementation

The server administration interface is based on the same postulates as the other
DEB 11 server dictionaries and modules. The Berkeley DB XML database pro-
vides a storage backend for the administration meta-data. The server-side scripts
are developed in Ruby programming language.



Administration Framework for the DEB Dictionary Server 73

[new: !
-ach Wardnat wncz6.dbxmi WordNet v |[SYNSET svnseTap fnew: [ [ node-zl lity |
io [*node-slementequalitystring ]
io [*rode-element substring string |
ILITERAL I'nadee\ememiqualilys\rmg =
LITERAL | *nade-element substring-string x|
wonn [*rodeslementequalitystring |
preview fon-pre
ronn [*rode-element substring string | e
fo s
||Ln I'nodef\emen(iqualilys\rmg =
feingle [wn-sin
LR | *edae-clement-equalitystring |
i e
oS [Frodestementequalitystring =]
pos [“edge-elementequality string |
|nc5 I‘nadai\emen!iqualilyﬂrmg =
|ecs | *nade-clement substring-string x|
ﬁm | *node-element-equality-string x|
new: !
English Wordnat wneng dbxmi Wordhet _w] [SYNSET evniserap new: | I |

Fig. 3. Dictionary management showing basic information and indexed elements for
the Czech Wordnet dictionary.

All the data about users, dictionaries, permissions and other control data are
stored in the DB XML database in the XML format. Each dictionary module of
the DEBII server uses a common interface to access data from this administra-
tion database.

The administration module provides several services — user authentication,
access rights control, entry locking and journaling of dictionary changes.

The administration interface is a web-based application where the web pages
are generated using an HTTP template which allows easy design and con-
tent modification and then served to the users by a light-weight web server
— WEBErick [8]. The users are authenticated using standard HTTP authentica-
tion mechanism. The administration module extends the standard interface for
passwords stored in a file and loads user’s login and password from the XML
database. Each change in user accounts or access rights is propagated to all DEB
services in the real-time.

User Access Rights When the administrator sets up the server dictionar-
ies, these can be grouped to “services.” A service is one individual part of the
DEB server, usually used for one particular project. For example, DEBVisDic
or DEBDict are separate services, but they share the same base libraries and
management database. Several services can access the same dictionaries, each
providing different view on the data.

The user accounts are shared between all the services. Thanks to the database
sharing between services, each user needs just one account for all the services he
or she may use. The administrator can restrict access to selected services and
for each service, more detailed access permissions can be set for each dictionary
(read-only, read-write, update, see the Figures 1 and 2). The actual usage of
the dictionary access permissions depends solely on the service. This means, one
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service can ignore permissions at all and another service can use complex access
rights.

Apart from access rights, the user account management provides all the
needed functions — it allows to create, modify and delete user accounts. Each
user can log-in to the administration interface and change his or her password. In
case the user forgets a password, he or sher can ask for a new random password.

The Dictionary Management For each dictionary, the administrator has
to define several attributes (see the Figure 3). The minimal set of attributes
contains a unique dictionary code, a database filename and a dictionary class
(the implementation class), the other attributes are more or less optional. The
meaning of the dictionary attributes is:

— The dictionary name is displayed to users by the client application.

— The definition of the XML entry root tag and its key element are needed for
XML import and for searching (in case, the application does not have its
own, more complex search method).

— Indexes speed up search operations, so each element or attribute that is used
in user queries should be indexed.

— The XSLT templates transform XML data to another form suitable for pre-
sentation or machine processing.

Extra dictionary attributes are required for the DEBVisDic dictionaries:

— Each DEBVisDic dictionary is linked to the client software by the client
package code.

— The DEBVisDic Dictionaries can reference to each other using “equivalence
tags.”

— In the next field, the administrator can enter dictionaries that should be
reloaded after an edit action in the client (usually in another dictionary).

— And the last option specifies related dictionaries — for example, several na-
tional Wordnets linked with ILI (Inter-Lingual Index). It is possible to dis-
play the same entry in different languages or to copy entries between lan-
guages.

Import and Export The import function takes an XML file and stores the
data into the DB XML database. The XML file has to be uploaded to the server
(it is possible to upload it through web interface). All entries must share the
same root tag (specified in the dictionary management), entries with different
root tags are ignored. The administrator can choose if he or she wants to delete
all the entries from database before the import or just add the new entries.
The import utilizes two methods for XML reading. The first method loads the
whole XML file into memory and uses an XML parser on the big document. This
method is accurate, unfortunately it has exponential time complexity, so it can
take hours for large XML files (over 10 MB). The second method uses regular
expressions to read entries one by one from the XML file and then each single
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entry is parsed. Entries are stored in the database with value of the specified key
tag as a unique key. The administrator is informed about the import progress
on the web page — a number of processed entries, a total number of entries, an
estimated time till the end and last ten entry keys are displayed.

The administration module also supports export from database to plain XML
file, the output files may be compressed to save disk space. The export also has
an option to save the file in the form of a Ruby language script that will setup the
database and import initial data. This is needed for the administration database
itself. The output files are saved in a specified directory on the server and the
administrator is informed about the export progress. Once the export ends, the
administrator is offered a link to download the file through the web interface.
The same function is used also for daily database backup.

Locking and Sequences of Identifiers The administration interface offers
entry locking management to other DEB server modules. If multiple users can
edit the database at the same time (which is one of the basic advantages of
the client-server architecture), it is crucial to provide exclusive write locking of
entries so that two users are not able to edit the same entry at a time. Decisions
about entry locking depends on each application design.

An application then sends the request to the administration module which
updates the lock database. The administration module provides several functions
— besides simple lock and unlock functions, it can tell which user has locked a
given entry, return the list of locks for selected user and/or dictionary or group
several locks together if they are related. The administrator has access to the
list of all locks and he or she can also delete chosen locks if the application did
not release them correctly.

Newly created entries should have a unique identifier. If the application does
not generate its own identifiers, the administration module can provide such
service. It is possible to set an identifier pattern for each dictionary — this pattern
looks like CZE-[id] and [id] will be replaced with sequentially increased number.
The administrator can also affect the number used.

The Installation Packages The administration interface supports automated
creation of Firefox Extension installation packages (XPI). If the administrator
specifies a Relax NG schema for the dictionary, it is possible to transform this
schema to an application design description in the XUL description language
and the supporting code in JavaScript. The application created in this way
supports basic forms — single and multiple text fields, select-boxes of specific
values or relational links to other dictionaries. It can serve as basis for custom
modifications. Of course, the application is able to connect to server, load data
from server and save a modified entry back. We are currently working on more
complex support for creation of new packages, mainly for the DEBVisDic client
packages.
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Fig. 4. Sample automatically build web service

Web-service generation For certain environments that either do not allow
users to install new software packages or where the deployment of the software
would be too time consuming, the DEB 11 server is able to generate simple web-
service (see the Figure 4). The same as for XPI package generation, this function
uses the dictionary Relax NG schema. To work with the dictionary, user needs
only a web browser based on Gecko engine. All parts of the generated web-service
are easily customisable with XSLT templates.

4 Automatic generation of a dictionary application

4.1 New dictionary definition

As a first step, the administrator needs to provide basic information about the
dictionary. It does not matter if there is already an existing dictionary full of
data, or whether the dictionary is going to be built from scratch. The adminis-
trator must specify an entry root element, where to find the unique key, several
indexes and an XML schema of the entry.

As an example, we will describe the procedure of a new demonstration dictio-
nary preparation from scratch. We will name the root element entry and have
the unique key identifier in the element /entry/headword. The corresponding
Relax NG schema is given in the Figure 5.
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<element name="entry">
<element name="headword">
<attribute name="pos">
<text/>
</attribute>
<text/>
</element>
<oneOrMore>
<element name="sense">
<text/>
</element>
</oneOrMore>
</element>

Fig. 5. The Relax NG schema of an example dictionary

This schema describes entry with one headword element, with pos attribute,
and one or more sense elements. Of course, Relax NG supports description of
much more complex XML structures.

4.2 Preparation of an installation package

The preparation of a new basic client application package requires selection of
a dictionary and running the package generation. The administration module
checks the Relax NG schema and finds all elements or attributes that contain
text child element. All such elements and attributes are transformed to XUL
textbox fields with the respective name as a label describing the field. If an
element can occur multiple times in the entry (like sense in our Example),
buttons for adding and removing the textbox are added to the application form,
too.

The created JavaScript supports loading and saving documents and also
searching for documents. The application thus enables querying each indexed
field specified in the dictionary management interface. For example, users can
easily find all nouns.

All the created application files are then packaged into the Firefox extension
installation package (XPI). Users can download this package for installation or
individual files for editing.

For the new client, there are also two basic preview templates (in XSLT)
saved on the server side. One provides basic entry preview displaying all the
data and the second displays raw XML data.

4.3 Application customization

Thanks to the design of applications based on the Mozilla development platform,
these applications are easily customizable.
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Any change in the layout and design of the form is done by editing the XUL
(XML user interface Language) files accompanied with standard CSS stylesheets.
The application logic (i.e. procedures implemented in JavaScript) stays the same
for a new layout. Combination of XUL and CSS languages is very powerful and
supports long list of features that are commonly used in desktop applications.
For example, we can change PoS textbox field into a drop-down list, see the
Figure 6.

a) <textbox id="entry.headword.@pos"/> @Pos noun

b) <menulist id="entry.headword.@pos">

<menupopup> Tros T
<menuitem label="noun"/> headword
<menuitem label="verb"/> SED verb
<menuitem label="adjective"/> save |2diective
<menuitem label="adverb"/> — |adverb
</menupopup>
</menulist>

Fig. 6. Change of a textbox field to a drop-down list.

As we can see, the field labels contain element names only. This allows the
application designer to change them to something human-readable. The actual
texts are stored in a DTD (Document Type Definition) file as XML entities,
so they can be adjusted to any texts in one place. Moreover, this mechanism is
also used for localization of the application, see the Figure 7. It is possible to
include several DTD files for different languages into installation package and
(automatically) switch between them.

application.xul: <label value="&entry.headword;"/>
en-US/application.dtd: <!ENTITY entry.headword "headword">
cs-CZ/application.dtd: <!ENTITY entry.headword "heslo">

Fig. 7. A field label and the respective entity in the localized DTD files.

After all the application source files are modified to meet the designer’s re-
quirements, he or she can upload them using the administration interface and
let it build a new version of the installation package.

The application designer can also supplement the dictionary editor with more
preview templates or modify the existing ones for different data presentation.
When adding a new template, the template name must be added to the dictio-
nary description in the database management interface. The modified templates
are again uploaded to the server using the administration interface.



Administration Framework for the DEB Dictionary Server 79

5 Conclusion

The presented DEB platform has already reached a deployment phase suitable
for nearly ten full-featured dictionary writing applications used by more than 200
users in Czech Republic, Slovakia, the Netherlands, Poland, Hungary, Slovenia,
South Africa and other countries.

The new features described in this paper provide complex functions that are
shared by all parts of the DEB server such as user access rights handling or first
step generation of a new dictionary application.
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the Ministry of Education of CR within the Center of basic research LC536 and
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Abstract. The statistical approach for syllabic segmentation in Slovak
seems to be easier to implement and gives better or at least similar results
when compared with a rule-based system. The performance strongly de-
pends on the quality as well as quantity of the training data. The proper
test set is also very important. The paper describes our efforts to achieve
the optimal error rate. We give a theoretical overview on training and
testing techniques as well as a description of the real experiments with
different selections of training and test data sets. The results lead to the
conclusion that in case of limited training data, the selection of the data
is particularly important.

1 Introduction

Although the automatic determination of the syllabic boundaries does not have
many practical applications, it is necessary for automatic transcription in case
the methods are based on the production rules instead of statistical approaches
[2]. In Slovak language the pronunciation of de, te ne, le and di, ti, ni, li changes
on syllabic boundaries. Therefore the detection of distinct boundaries is neces-
sary for the correct determination of the pronunciation of de, te, ne, le and di,
ti, ni, li.

Determining syllabic boundaries is complicated by the fact that the sylla-
ble definition is ambiguous. For our experiments we applied Pauliny’s syllable
definition which is primarily based on phonological principles [6]. Considering
this fact, that syllable definition is not strictly defined, the specification of ex-
act rules for syllabic segmentation is also difficult. Rule-based systems require
sets of simple rules. Applying these rules we did not achieve better results than
an 80%—-85% success rate. Better results can be achieved only by using more
complicated rules, but this correlates with an increase in exceptions.

The other problem is that in some words more than one syllable segmentation
is possible which is also issued from the absence of strict rules. For example the
word bystry can be segmented as by-stry, bys-try and byst-ry. In each case the
syllabic segmentation is correct and the number of syllables is fixed.
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In our experiment we had to reflect two facts:

— There are no exact rules for the determinination of syllabic boundaries in
Slovak.
— In some cases, several different, though correct segmentations are possible.

Our first approach combined the rule-based syllabic segmentation together with a
new approach which applies language model theory to the syllabic segmentation.
Since we believe that a merely statistical approach is promising, we focused only
on the improvement of the statistical model.

In the statistical approach we applied well known methods used in language
modeling to the syllabic segmentation. In the case of language models the basic
unit is a word. In our case these are syllables. FEach word is first split into all
possible sequences of syllables. For each syllable sequence S, where

S =251,82,...,5n s; €& (1)

and £ is the set of all possible syllables. Based on the Bayesian criterion, one can
define the likelihood for each given sequence of syllables S as

n

P(S) =[] P(si|s1,...,5i1) (2)

i=1

where P(s; | s1,...,8;—1) is the likelihood, that the syllable s; follows after
syllables s1,...,s;—1. If we consider just two anterior syllables, the equation (2)
can be rewritten as .
P(8) = HP(Sz | si—2,5i-1) (3)
i=1

To estimate the likelihoods P(s; | $;—2,8;—1) we used the “syllabic corpus”
created from the training set. The selection of the training set is discussed in
Section 2. For the estimation we used the counts of syllabic sequences. As we
mentioned above, we consider just two anterior syllables and thus (3) can be

written as
O(Slv 52, 53)

P(sg | s1,82) = f(s3] 51,82) = C(s1,52)

(4)
where f( | ) is the occurrence count function.

For two reasons equation (4) is not suitable for the likelihood estimation of
a given syllable:

— for Slovak language monosyllabic and bisyllabic words are common
— not all sequences of syllables s1, s2, s3 may occure in the training set

Based on the previous equation it is necessary to consider the likelihood P(s3 |
s1, S2) as an interpolation of the count occurance for the sequence of three, two
and one syllable:

P(s3 | s1,52) = A3f(s3 | 51,82) + Aaf(s3 | s2) + A1 f(s3) (5)
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where A\; + A2 + A2 = 1. The detailed description of the training as well as the
testing process can be found in [3].

For further improvements of this technique we focus now on the selection
of the training and test data sets. During the last years we found out, that
training data selection is particularly important. Since data for the training has
to be manually checked before one can use it, we were looking for the right
pre-selection to minimize the human work.

The remainder of the paper is organized as follows: In Section 2 we give
a brief overview on the data source for the training as well as testing set. In
Section 3 we focus on the experiment design, the experiments and provide a
brief summary in Section 4.

2 Data selection

Experimental results in [3] showed that the amount of training data is important.
Besides the importance of the amount of the data, we believe that the quality
of the data is also important. Since our ability to manually check huge amounts
of data is limited, we decided to use first the 11 000 most frequent words from
the Slovak National Corpus [1]. For the testing we also used the last 500 words
from the corpus.

The Slovak National Corpus in version prim-3.0 has approximately 340 mil-
lion tokens and contains Slovak language text(mainly journalistic) of many lan-
guage styles. We extracted a list of the most frequent tokens from prim-3.0. As
the list contained not only words but also many tokens like punctuation, one-
letter words and abbreviations, we first had to modify the list to get a proper
sample set for the experiment. Then we changed all characters to lower case
and eliminated all duplicate words. The sample of the first 11 000 words from
the corpus is representative of the most frequently used words and their case-
forms in Slovak language. It also shows that the most frequent words in Slovak
language are usually the shortest (mainly pronouns, conjunctions) and many
frequent words appear in our list in all case-forms. Therefore the variability of
the first 500 words is not very high.

The frequency sorting of the 11 000 words can be useful if we want to achieve
the right segmentation of the most frequent words. Unfortunately it does not
have to necesserily imply a good syllable coverage. The amount of syllables in
the entire corpus is the same. By using just a fraction of the corpus, we wanted
to know if it is better to use a corpus sorted by occurrence frequency or by
randomly selected words.

Thus we created two lists from the 11 000 words. In the first list the words
were sorted as they were in the corpus. The second one contained the same words
but in random order. For each list we counted the number of different syllables
after each 100 words. The number of unique syllables in our experiment was
2670. The results are shown in Figure 1.

From Figure 1. it is clear that randomly selected data has a better syllabic
coverage. This is important information, as the number of words incorrectly
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Fig. 1. Number of unique syllables as function of word amounts for a sorted and a
random corpus.

segmented due to missing syllables in the training set is relatively high. Results
in Section 3 demonstrate this conclusion.

3 Experiments

For the training data selection we designed several scenarios. We always used 10
000 words for the training and 1000 words for testing. In addition we also used
the last 500 words from the corpus for testing. We tested all sets against the old
system described in [3]. From 11 000 words the first 10 000 were used for the
training and last 1000 for the testing. The same was done with the random list
of 11 000 words. Therefore we ended up with 3 different systems for the syllabic
segmentation as well as 3 different data sets for testing.

During the testing we generated the best sequence of syllables for all the
words in the test set. We then compared the best syllable with the segmentation
from the data preparation. If they did not match, we manually checked if it
was another correct segmentation, an incorrect segmentation or an incorrect
segmentation due to a missing syllable in the training set.

In contrast to the test scenario described in [3] we examined just the first (the
best) segmentation and did not look at any other generated syllable sequences.
The reason for this approach was the fact that if the tool for the segmentation
is used in automatized process, it is not possible to determine if only the first
or also the second segmentation is correct, or if the first one is not correct and
the second one is. We manually checked all incorrect results to ensure proper
classification. The initial results are in following table.
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1000 Sorted|1000 Random|Last 500
Sorted training set 17.30 % 7.20 %| 30.00 %
Random training set 8.00 % 13.80 %| 27.00 %
Old training set 19.20 % 14.60 %| 23.20 %

From the table it is clear that results for the last 500 words have a much
lower variance than the results for the first two test sets. The explanation is
very simple, and also explains why there are 2 results which are much better
then the rest. The combination of the sorted training and random test as well as
the random training and sorted test should not be part of the test set. In these
two particular combinations the test set contains part of the training data. This
is the reason why these two results need to be excluded from the results table.
These two results point us indeed to the syllable coverage in the test set. This is
the main reason why two excluded results are much better then the others. In
the following table the number of syllables from the test set is not covered by
the training set as well as the percentage of words influenced by missing syllable.
The sorted training set contained 2424 unique syllables, the random training set
2459 and finally the old training set 3009 syllables. It is necessary to point out
that in the old training set foreign words were not excluded.

1000 Sorted|1000 Random| Last 500
Sorted training set 116 (10.1%) 9 (0.6%)[139 (20.8%)
Random training set 8 (0.5%) 81 (5.8%) (133 (19.9%)
Old training set 127 (11.7%) 107 (8.3%)| 68 (11.8%)

As we can see, the best syllabic coverage is for the “excluded” combinations.
In both cases just less then 1% of syllables from the test set are not covered by
the training set. From the syllable coverage table it is also clear that there is some
relation between word occurrence frequency and syllabic occurrence frequency.
20% of syllables from the last 500 words are not covered by the training set. On
average it is 2 times more than for words from the beginning of the corpus.

When we excluded all words containing syllables from the test set which are
not covered by the training set, the results of the syllabic segmentation were as
follows:

1000 Sorted|1000 Random|Last 500
Sorted training set 8.00 % 6.63 %| 11.61 %
Random training set 7.53 % 8.49 %| 8.75 %
O1d training set 8.49 % 6.87 %| 12.92 %

We can see that the result variance for each test set is lower than in the first
results table. But unallowed combinations (sorted-random, random—sorted) are
also better than allowed combinations here. From the achieved results we can
derive the following conclusions:

— Less frequent syllables appear more often in less frequent words than in
common words. The last 500 words test continually showed worse accuracy
and had the biggest number of syllables not covered.



Precision of Statistical Syllable Segmentation 85

— Sorted training data give better performance for more frequent words, but
the words from the end of the corpus are significantly worse.

— The amount of training data is still not sufficient. With the current train-
ing set almost every second error is caused by syllables not covered by the
training data.

To improve the performance of the system the most important thing seems
to be to increase the amount of training data. The random selection of the data
seems to be more suitable, but this advantage may disappear when the amount
of data used for the training is increased several times.

4 Summary

In this paper we described the influence of training data selection for statistical
syllabic segmentation to the overall performance of the syllabic segmentation
process. We showed that to have better coverage for words from the entire corpus
it is better to use random selection of the training words rather than words
selected by their occurrence frequency. More important than data selection seems
to still be the amount of data. Our experiments confirmed initial assumptions
that to achieve acceptable results, the amount of training data has to be increased
a few times.
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Abstract. Our contribution describes the process of building the
frequency dictionary of Jaroslav Seifert “s Poetry. This project has been
running since 1997 with a couple of little breaks. We have used a soft-
ware called Concorder, which is applied on Apple Macintosh computers.
This software was created by specialists from McGail University —
David Rande and Tatyana Patera who built some frequency dictionaries
of Russian authors (A. Achmatova, Y. Brodskij). For non-commercial
usage, Concorder was afforded to scholars of Czech Language
Department (UK PedF) who, with the help of Czech language students,
began to build three dictionaries — Seifert’s one is the broadest one.
Three researchers (S. Machové, L. Haasovd, L. Janovec) have already
presented and published some results of the project on several linguistic
conferences. The software enables us to create a primary catalogue of
word forms and their frequencies from the text of a poetry set. Then
there are some different ways to create a lemmatized catalogue, even-
tually, add other characteristics of items to suit the linguist’s interests
and intention. Concorder can unit particular catalogues into one whole.
In addition, it is possible to extract some special catalogues, such as eg.
catalogue of nouns, adjectives, the most frequent units etc.

1 About Concorder and the conception of the dictionary

This contribution is connected with a long-term project of Jaroslav Seifert’s
individual dictionary of poetry which has been created on The Czech Language
Department of Faculty of Education, Charles’ University. Works on the project
started in 1997 (as a grant project Slovnik bdsnického dila Jaroslava Seiferta),
the researchers were three Czech Language students and S. Machova, a senior
lecturer of the department, as the leader and project coordinator.

Individual dictionaries represent the possibility of studying and analyzing
the author’s language from the point of view of his word-stock used in his
texts. These dictionaries help to observe and compare the author’s lexicon
independent of his texts, to acquire some linguistical coeficients (such as fre-
quency, word length, index of word repetition) or, in some cases, they can help
to establish the author of an anonymous text. However, the most important
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disadvantage of individual dictionaries is that semantic information composed
on the text level is lost very often.'

Before computerizing linguistics those dictionaries used to be created
manually (eg. SJP, LS, Vinogradov 1965°), but with the development of
computer technologies the authors of dictionaries can make their work faster
and more effective (eg. Patera 1995, 1997).

No large complete individual dictionaries of Czech authors have been pub-
lished” — the most important base for the individual dictionary of Vitézslav
Nezval was created in 1970s by J. Levy, but after his death it disappeared.
Czech indvidual lexicography is represented only with some small dictionaries
such as Kvitkova 2001. As we know, only one individual dictionary of a Czech
writer, created in Germany, was published abroad — it was a dictionary of
Otokar Biezina (Holman 1993)".

In 1996 University of Montreal afforded the Czech Language Deparment
(Faculty of Education, Charles’ University, Prague) a concordance software
called Concorder for incommercial usage. This software is applied on Macintosh
and it helps building individual dictionaries. The first, base version of this
software was defined for English dicitonaries. Then the authors’ created some
modification defined for other languages including Slavonic languages’.

The researchers of Czech Language Department prepared and defanded
three projects of qunatitative characteristics of writers language — Index of the
Lezems and Forms in the manuscripts of So-called Dalimil’s Chronicle
(N. Kvitkovd), The Individual Dictionary of Jaroslav Seifert’s Poetry
(S. Machova) and The Language of Frantisek Nepil (R. Brabcovd), but the
third was not planned to be crowned with an individual dictionary. The second
one was already published (Kvitkova 2001) and work on the Seifert’s dictionary
will have been finished in two years.

1 For example, the dictionaries could not take into consideration metaphorical usage
given in wide context

2 More about some dictionaries, their conceptions and characteristics see Janovec
1999a.

3 There exist some studies concerning authors‘ individual language characteristics
from the quantitative point of view (such as TéSitelova 1948, Kucera 1992, 1994,
Fiala 1996, Safaiikovéa 2002)

4 Authors know that the unpublished text of the dictionary of Marie Pujmanova's
trilogy (Lidé na kiiZovatce, Hra s ohném, Zivot proti smrti), deposited on Czech
Language Department of St. Peterburg University, exists as well.

5 The authors of software are D. W. Rand, Centre des Recherchers Mathématiques,
Montréal, and T. Patera, Department of Russian and Slavic Studies, McGill
University, Montréal).

6 The first individual dictionaries of Slavonic writers built on Concorder were
Patera 1995, 1997).
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Working on mentioned project the team had to solve some problems con-
nected with information which should be note for every item and weigh
possibilities which the software offers its users.

First, the transformation of the text into electronically readable text form
had to be decided. Linguists have three ways to make and obtain these data —
using electronic type (rarely given by publishers), scanning text and make a
useful format using other software or (in the case of small corporas) typing text
manually. At the beginning of work we decided to type the texts by ourselves,
because we didn’t have possibility to scan texts. The advantage of manual
typing was finding soon some multiverbal expressions which are analysed as a
whole (eg. names, idioms, phrasemes or terms, such as retranslacni véz, sipkovd
rize, Figarova svatba). The disadvantage of manual typing was a high number
of errors in texts influenced by mistyping. The advantage of scanning text in
next phases of this project was saving time, but the control of the final text
had to be very careful as well because of the automatical misreading of some
words and the multiverbal expressions were much harder to find.

Having the electronical text version, readable in Concorder, a researcher
created automatically a primary catalogue (catalogue of word forms) which
consists of four standardised columns (six other columns could be added if
needed). Two columus are filled by Concorder — the second one which contains
word forms and the third one which contains frequency of word forms. The
linguist must fill other columns — the first one is established for lemmas (the
representative forms of lexems), the fourth for parts of speech.

When one sees that it is necessary to make some changes in the text during
lemmatization of the primary catalogue, he/she must create a new catalogue
from the modified text, but information from the old catalogue can be
transferred into the new one.

Concorder offers the means of automatical lemmatization of a new catalogue
under some conditions. First, the fully lemmatized catalogue must already
exist. Second, information of parts of speech must be reduced and then lemmas
for word forms which are common in both catalogues can be transfered to a
new created catalogue. This function of Concorder is not effective — it is not
possible to transfer the information about parts of speech — all in all, it must be
filled manually. The transfer of lemmas took pretty much time (when we tried
to lemmatize automatically two collections of poems of middle extent — 2300
items and 3030 items, the lemmatization take twenty five minutes). As only the
common word forms in both texts could be lemmatized, the successfulness was
very low — 6-9%, which could be caused by the richness of a poet’s language —
there are not so many word forms repeating in poems.

Next problem was connected with homonymy. If there were some homo-
nyms in the catalogue, Concorder lemmatized them by chance and didn‘t split
them (about splitting see below).
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When the primary catalogue is lemmatized, the linguists create a united
catalogue (three columns), where the word forms are united under common
lemma and their frequencies are summed up. The united catalogue can be
organised by frequency (frequency order) or by alphabet (alphabetical order)
and it can be a source for sorting subcatalogues of parts of speech.

2 Building the dictionary

As it was said, when building a dictionary, it is necessary to make a primary
catalogue from the text of chosen poetry book first. The catalogue consists of
four columns, and there are word forms sorted alphabetically (the second
column) and by their frequency (third column). We fill the first column (lem-
mas) and the fourth one (parts of speech). A part of speech is marked with an
abbreviation of its term — n (nouns), adj (adjectives), pron (pronouns), num
(numerals), v (verbs), adv (adverbs), prep (prepositions), conj (conujnctions),
part (particles), ¢ (interjections). With the abbreviation of nouns we write a
gender difference too (nM — masculines, nF — feminines, nN — neutral). If the
noun is a proper noun, we marked this information as an abbreviaton /vl, eg.
Figaro = nM/vl. When a noun is a geographic name, we sign it as g following
Jul, eg. Kralupy = nF/vlg. For foreign or unclear expressions we use
abbreviation cv (meaning ,cizi vyraz*).

For the form of lemmas, most often, we use their neutral literary represen-
tative forms of lexems, following the forms in SSJC, because it is the
representative dictionary of Czech, containing many poetisms and rare words
(often excerpted from Czech poetry). The current literary form for a lemma we
also choose in case when Seifert used old literary form or non-standard word
form, so merek is lemmatized as 7ici, zdrit is lemmatized as zurit, but there is
not waste of information — it is already fixed in the column of word forms.

The infinitive forms of verbs are linked to this problem, we had to decide
between their endings ¢t X —ti and —ct X —ci. We use the ending ¢ in dic-
tionary (even if the poet uses —ti) not to enlarge the variant lemmas. For
infinitives, such as péci, moci, we use the ending —ci, because we find the
progressive —ct too informal for Seifert‘s poetics.

We differ perfective (completive) and imperfective verbs, each has its own
lemma (plakat X plakdvat). We do not pay attention to negative verbs (except
modal verbs, where we can find some semantic specifications — nemoci X moci,
nemuset X muset), which we include under the positive lemma (nemilovat and
milovat both have the lemma milovat, but nemoci X moci are two lemmas).

Adjectives and pronouns which differ in gender we include under the
masculine lemma form (which is basic), so all of the pronouns ten, ta, to, ti
have lemma ten. This principle follows the conception of old frequency Czech
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language dictionary (Jelinek — Becka — T&Sitelova 19617). Adjective and adverb
gradation does not project into lemmas (comparatives and superlatives are
included under the positive adjective form — nejblizsi — blizky, casnéji — casné).

It is difficult to differ adverbs and particles in some cases. If we have
different opinions, we lemmatize it as adverbs. In the case that the word form
seems to be the second temporal adverbial (eg. Uz v sedm hodin apod.) we

prefer to lemmatize the word form u? as uz2 particle).

At the very beginning we wanted to differ lexems from the semantic point
of view (homonymy and polysemy), but during work we found it very difficult
— so we differ only homonymy of parts of speech (eg. misto can be nN or prep).
For this distribution Concoder offers a means called splitting which helps to
index different kinds of items dipending on our needs.

It is necessary to dispose of a homonymy list with indices which is updated
very often by team members and they must follow it not to mix up different
parts of speech, eg. verb byt has three indices — byt 1 is a part of verbonominal
predicate, byt 2 is autosemantic byt and byt 3 is an auxiliary verb, or mrtvy 1 is
a adj, mrtvy 2 is a nM.

As we wrote above complex of words and proprial nouns, such as retran-
slacni véz, sipkovd ruze, Tycho de Brahe, Figarova svatba etc., and idioms we
find as a one lexical unit. The part of speech we classify from the syntactic
point of view (the syntactic base of expressions represents also the part of
speech — Sipkovd rize — nF, Figarova svatba — nF etc.).

3 Some frequency characteristics (based on the lexical
material of collection Koncert na ostrové)

Number of all word forms 5475
Number of different word forms 2630
Number of lemmas 1845
Index of repeating words 2.9674

7 The new frequency dictionary was published in 2005 so in the beginning of this
project we could not take it into account.
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1 2 (%) 3 14 (%) 5
n 1526 27,87 763 41,36 2,0000
adj 446 8,15 269 14,58 1,6580
pron 581 10,61 35 1,90 16,6000
num 40 0,73 20 1,08 2,0000
v 1048 19,14 499 27,05 2,1002
adv 611 11,16 171 9,27 3,5731
prep 537 9,81 24 1,30 22,3750
conj 504 9,21 26 1,41 19,3846
part 167 3,05 27 1,46 6,1852
i 10 0,18 7 0,38 1,4286
cv 5 0,09 4 0,22 1,2500

Table 1.

1 — number of all word forms of particular part of speech
2 — ratio of used word forms of particular part of speech
3 — number of lemmas of particular part of speech

4 — ratio of lemmas of particular part of speech

5 — index of repeating

The most frequent lexems in the collection:

al (205), ten (138), bytl (127), na (117), on (77). v (74), j& (70), a2 (69), byt2 (67),
kdyz (67), uzl (66), z (57), ktery (53), jenl (40), s (40)

The most frequent lexems in the collection according to parts of speech:

Nouns. oko (22), smrt (19), pisen (18), laska (17), rok (14), ruka (13), chvile (12),
okno (12), Zena (12), ¢as (11), ¢lovék (11), svét (11), tma (11), mrtvy2 (10), zivot (10)

Adjectives. krdsny (12), stary (11), ¢erny (10), jiny (8), cely (7), rad (7),
ruzovy (6), velky (6), bily (5), maly (5), modry (5), mrtvyl (5), prazdny (5),
smutny (5), stastny (5), tézky (5), vlastni (5), zly (5)

Pronouns. ten (138), on (77), ja (70), ktery (53), svij (36), jeho (35), col (34),
v8echen (28), my (17), nic (13), muj (10), vy (9), kdo (8), nékdo (8), ten (7),

Numerals. dva (7), jeden (4), oba (3), prvni (3), sedmdesaty (3), tolik (3), tii (3),
dvacet (2)

Verbs. bytl (127), byt2 ( 67), mit (38), fici (17), jit (16), padat (14), chtit (13),
védét (12), moci (11), cekat (9), tancovat (9), dat (8), divat se (7), plakat (7),
muset (6), patfit (6), spat (6)
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Adverbs. uzl (66), jenl (40), jesté (37), pakl (23), takl (20), jakl (17), tu (17),
az2 (13), takél (13), kde (11), tam (11), jiz (10), kdy (10), tenkrdt (9), jenoml (8),
mozné (8), ddvno (7), nékdy (7)

, 0 (37), po (28), k (24),

Prepositions. na (117), v (74), z (57), s (4 ) (3 ), o

od (8), u (8), z (8)
)
(4

(5
pod (15), za (15), ve (13), nad (12), pred (12), bez (

Conjunctions. al (205), kdyz (67), il (33) alel (31
zel (24), abyl (23), nez (12), kdybyl (11), azl (7), jak2
protoze (4)

Particles. a2 (69), i2 (14), at2 (11), snad (10), ani2 (6), ne (6), uz2 (6), vsakl (6),
ano (5), ale2 (3), asi (3), jen2 (3), jenom2 (3), kdyby2 (3), alespon (2), aspon (2),
tak2 (2), tedyl (2), tfeba (2), vzdyt 2 (2)

Interjections. ach (3), proboha (2), amen (1), basama s fousama (1), dobry
vecer (1), k ¢ertu (1), sbohem (1)

jako2 (31), vsak2 (30),
), nebol (4), nebot (4),

4 Some frequency characteristics (based on the lexical
material of collection Samd ldiska)

Number of all word forms 6463
Number of different word forms 2888
Number of lemmas 1908
Index of repeating words 3,3873
1 2 (%) 3 4 (%) 5
n 1926 29,80 774 40,57 2,4884
adj 659 10,20 324 16,98 2,0340
pron 693 10,72 39 2,04 17,7692
num 55 0,85 26 1,36 2,1154
v 1130 17,48 458 24,00 2,4672
adv 514 7,95 480 25,16 1,0708
prep 727 11,25 29 1,52 25,0690
conj 642 9,93 35 1,83 18,3429
part 84 1,30 26 1,36 3,2308
i 32 0,50 16 0,84 2,0000
cv 1 0,02 1 0,05 1,0000
Table 2

1 — number of all word forms of particular part of speech
2 — ratio of used word forms of particular part of speech
3 — number of lemmas of particular part of speech

4 — ratio of lemmas of particular part of speech

5 — index of repeating
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The most frequent lexems in the collection:
al (315), na (158), bytl (155), v (140), on (79), sviij (63), ten (58), kdyz (56),
do (55), to (53), k (51), j4 (50), z (49), zel (48), byt2 (43), ty (43)

The most frequent lexems in the collection according to parts of speech:

Nouns. laska (54), ruka (35), hvézda (27), svét (27), clovek (26), oko (24),
krejéi (22), noc (22), piseri (21), ulice (20), Zena (18), den (17), dité (17), okno (17), sen
(16), srdce (16)

Adjectives. krasny (29), rad (18), cely (17), bily (16), ¢erny (15), smutny (14),
novy (10), jiny (8), modry (8), plny (8), veliky (8), maly (7), tézky (7), tichy (7),
dlouhy (6), dobry (6), kamenny (6), sladky (6), zeleny (6), Zelezny (6)

Pronouns. on (79), svij (63), ten (58), to (53), ja (50), ty (43), ktery (36),
mij (35), jeho (34), jenz (34), my (30), kazdy (18), vSecko (17), tvaj (13), col (12)
vy (12)

Numerals. tisic (8), jeden (6), jedenédct (4), tolik (4), dvandcty (3), oba (3),
Ctyti (2), druhy (2), dva (2), dvé (2), paty (2), stokrate (2), t¥indct (2)

Verbs. bytl (155), byt2 (43), mit (35), chtit (22), dat (14), védet (14), jit (13),
muset (13), pét (13), stat (13), chodit (12), milovat (12), zpivat (12), moci (11),
plakat (11)

Adverbs. takl (26), tam (24), uzl (23), kde (19), jakl (16), dnes (13), jenl (13),
vecer (13), jestél (12), jiz (10), vzdycky (8), zase (8), jednou (7), takél (7), jisté (6),
nékde (6), nikdy (6), pakl (6), uprostied (6), vSakl (6)

Prepositions. na (158), v (140), do (55), k (51), z (49), s (34) za (30), nad (29),

0 (26), pro (25), o (23), v (22), ze (18), mezi (12), u (11)

Conjunctions. al (315), kdyz (56), zel (48), jako2 (42), il (18), azl (17),
abyl (14), vSak2 (14), nebot (13), alel (11), kdybyl (11), nez (9), vzdytl (9), jak2 (8),
anil (6), nezli (6)

Particles. a2 (14), az2 (9), pro¢ (8), ani2 (7)7 ale2 (5), at2 (5), snad (5),
necht2 (4), asi (3), prece2 (3), asponi (2), dokonce (2), jen2 (2), jesté2 (2), mozna2 (2)

Interjections. brnk (5), bruky (5), 6 (4), boze (2), bfink (2), shohem (2), trald (2),
tralalala (2), ach (1), halé (1), jezisi kriste (1), nuz (1), tarara (1), tram (1), vid (1),
vidte (1)

Foreign expressions. Pére Lachaise (1)

5 Sample of concordances based on the lexical material
of collection Kamenny most)

Every concordance starts with a number which identifies the sequence of a
word in texts.

MRTVY 23 n
5.175  do podloubi, spi sladce kazdy, kdo uz spis! Jen mrtvi bdi tu, mrtvi stfehou
tmu ¢asu Sirou, bezebiehou, dvé pésti k nebi
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5.175  do podloubi, spi sladce kazdy, kdo uz spis! Jen mrtvi bdi tu, mrtvi stfehou
tmu casu Sirou, bezebiehou, dvé pésti k nebi

5.164  prach jak pel, jejz z kvéti nadnasi vitr ve svij let, by mohl mrtvy oplodniti i
zivé za tisice let. Cas ve svém

POVIDALI ZE MU HRALI 1 v

2 nez usednou na ledolamu. Nad véZemi se hvézdy smaély, ach,
povidali~ze~mu~hrali, copak se hvézda sméti muze? Pod jezem

6 Finishing project

Because of finishing lemmatization of primary catalogues of all Seifert’s poetry
we are preparing a finish product. It consists of a fused catalogue which con-
tains all particular lemmatized catalogues. After it we are going to present the
result as a CD and a paper version.

References

1. Brabcovda, Radoslava (1997): O jazyku Frantiska Nepila. In: Filologické studie
XX, Karolinum, Praha, p. 20-28.

2. Fiala, Ji¥f (1996): Erbenova Kytice v poditaci. Ceské literatura, 44, p. 656-657.

3. Haasov4, Lenka (1998): Frekvencni slovnik bdsnického dila Jaroslava Seiferta.
In: Sutdentskd jazykovédnéd konference 1997, Ostravskd univerzita, Ostrava,
p. 73-77.

4. Haasova, Lenka (1999a): Autorsky slovnik Jaroslava Seiferta. Diploma thesis.
UK PedF, Praha.

5. Haasov4, Lenka (1999b): Pokus o stanoveni sémantickijch tiid v dile Jaroslava
Seiferta. In: Varia VIII, Slovenska jazykovednd spolo¢nost pfi SAV, Bratislava,
p. 75-81.

6. Holman, Petr (1993): Frequenzwortebuch des lyrischen Werkes von Otokar
Brezina. Teil I, 1I. Kéln — Wiema — Wien.

7. Janovec, Ladislav (1998): VyuZziti programu Concorder pro tvorbu autorskych
slovnikid. In: Varia VII, Slovenskd jazykovednda spolocnost pii SAV, Bratislava,
p. 63-70.

8. Janovec, Ladislav (1999a): Frekvencni slovnik pozdni bdsnické sbirky Jaroslava
Seiferta. Diploma thesis. UK PedF, Praha.

9. Janovec, Ladislav (1999b): Z autorského slovniku Jaroslava Seiferta — séman-
ticka charakteristika a pouZiti zdjmen ja a my v nékterych sbirkdch. In: Varia
VIII, Slovenskd jazykovedna spolo¢nost pri SAV, Bratislava, p. 82-91.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.
24.
25.

26.

27.

28.
29.

30.

31.

Program Concorder and Jaroslav Seifert’s Individual Dictionary 95

Janovec, Ladislav (2002): Sémantickd charakteristika barev a jejich pouZiti
v dile Jaroslava Seiferta — pokus o lingvistickou interpretaci. In: Varia IX,
Slovenska jazykovednd spolocnost pti SAV, Bratislava, p. 37-42.

Janovec, Ladislav (2003): Autorsky slovnik Jaroslava Seiferta — soucasny stav,
zmeény koncepce a budoucnost projektu. In: Varia X, Slovenskd jazykovedna
spolo¢nost pii SAV, Bratislava, p. 197-201.

Jelinek, J. — Becka, J. V. — Tésitelova, M.: Frekvence slov, slovnich druhi a
tvaru v ceském jazyce. SPN, Praha, 1961.

Kvitkova, Nadézda (2001): Starocesky text z kvantitativniho hlediska. Univerzita
Karlova, Praha.

LS: Castotnyj slovar‘jazyka M. Ju. Lermontova. In: Lermontovskaja encyklo-
pedia. Moskva, 1981, p. 717-774.

Machov4, Svatava (1997a): Autorsky slovnik bdsnického dila Jaroslava Seiferta
1. ¢dst. In: Filologické studie XX, Karolinum, Praha, p. 29-34.

Machové, Svatava (1997b): Slovnik bdsnického dila Jaroslava Seiferta. Final
report of 1st phase of project, UK PedF, Praha.

Machovd, Svatava (2000): Slovnik bdsnického dila Jaroslava Seiferta. Final
report of 2nd phase of project, UK PedF, Praha.

Machova, Svatava (2002): Slovnik bdsnického dila Jaroslava Seiferta. Final
report of 3rd phase of project, UK PedF, Praha.

Patera, T. (1995): A concordance to the poetry of Anna Achmatova. Ann
Arbor.

Patera, T. (1997): A concordance to the poetry of Joseph Brodsky. Ann Arbor.

Podraska, Eva (1999): O jazyku Frantiska Nepila II. In: Varia VIII, Slovenska
jazykovednd spolo¢nost pri SAV, Bratislava, p. 70-75.

Rand, David W.: Concorder. Concordance software for the Macintosh. User’s
Manual. Centre de Recherches Mathématiques, Montréal.

SJP: Slovar‘ jazyka Puskina, I-IV. Moskva, 1956-1967.

SSJC: Slovnik spisovného jazyka ceského. Academia, Praha, 1960-1971.
Safaifkovd, Linda (2002): Cambridisky rukopis Dalimilovy kroniky z kvantita-
tivniho hlediska. Diploma thesis. UK PedF, Praha.

Tésitelova, Marie (19482: Frekvence slov a tvari ve spise ,Zivot a dilo sklada-
tele Foltyna“ od Karla Capka. Nase tec, 32, p. 126-130.

Tésitelova, Marie (1968): O bdsnickém jazyce z hlediska statistického. Slovo a
slovesnost, 29, p. 362-368.

Tésitelova, Marie (1987): Kvantitativni lingvistika. SPN, Praha.

Tésitelova, Marie (2000): K soucasné ceské préze z hlediska frekvence slov. Nase
rec¢, 83, p. 1-9.

Vinogradov, V. L. (1965): Slovar’-spravocnik ,Slova o polku Igoreve®. Nauka,
Moskva.

Wagenknecht, M. (2007): Plnovyznamové sloveso byt v bdsnické sbirce Jaro-
slava Seiferta Osm dni. A paper presented on a student conference, Wroclaw
(in print).



Collocations in Russian: Analysis of Association
Measures

Maria Khokhlova'?

1 Department of Mathematical Linguistics
Philological Faculty, St. Petersburg State University
St. Petersburg, Russia
?) Institute for Linguistic Studies
St. Petersburg, Russia
vertikal-maria@yandex.ru

Abstract. The notion of collocation is quite ambiguous. A concise sur-
vey of different approaches to it (British contextualism, lexicographical
approach, approach of the “Meaning-Text” theory) is proposed in the
paper. The paper evaluates results of retrieving collocations from a
corpus of Russian texts. It also discusses the issue of presentation of
information about collocations in modern Russian dictionaries.

1 Introduction

The methods for collocation extraction proposed in most works have not been
evaluated so far whether they can be applicable to Russian, and if yes, to what
degree. Also there’s a question what types of set phrases they allow to retrieve.
The explanatory dictionaries do not always consecutively reflect the informa-
tion about set phrases. The boundary between free and set phrases is quite
ambiguous.

According to some scientists [1] the property of stability (for phrases) is
inherent to all word combinations. A threshold of stability should be chosen to
range them, above which a word combination can be called a set phrase.

The term “collocation” has come to use in Russian linguistics, after Western
linguistics, to designate set phrases. Although the term itself appeared long ago
[2], it is not generally recognized by Russian scholars. Such language units have
various names in different works; cf. “set verbal-noun expressions” [3], “analytic
lexical collocations” [4] etc. The majority of authors understand under
collocation a statistically set phrase. Collocations can be put between free
phrases and idioms on a scale of phrases.

At first the notion of collocation was introduced by the founder of London
School of Structural Linguistics and the representative of British contextualism
J. R. Firth [5]. The word meaning, in Firth’s opinion, is closely connected with
its ability to collocability. Collocation is a tendency of a word to a certain
environment. So, he stated the hypothesis according to which it is possible for a
word to be attributed to a group by its neighbourhood. The parts of collocation
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occupy certain positions and, thus, are characterized by mutual expectancy of
appearance. Collocations can be viewed as forms of meaning [5].

It is possible to allocate also the lexicographic approach to studying the
phenomenon of collocation. While in British contextualism collocation is
defined on the basis of statistical assumptions about the probability of co-
occurrence of two (or more) lexemes, and especially frequent combinations of
lexical units are considered as collocations, the lexicographic approach considers
collocation as semantic-syntactic unit or a combination of lexically defined
elements of grammatical structures.

2 The notion of “collocation” in Russian linguistics

The monograph [6] has proved to be the first work in Russian linguistics, com-
pletely devoted to the research of the concept of collocation on a material of
Russian. One of the key properties of collocation is "the impossibility of predic-
tion of such combinations on the basis of meanings of their components" [6: 13].

Another classification of collocations is given in [4]. Under the term “colloca-
tion” Teliya understands the combination characterized by a nominative
regularity, i.e. due to the bound component it has the ability to designate the
senses possessing the content of common category, "typical of aspectual and
temporal meanings and also of meanings correlating with semantic cases of
deep structure (in the sense of Fillmore [7])" [4]. In Teliya’s opinion, it is this
principle that underlies lexical functions of the “Meaning — Text ” theory. For
example, byt’ ne v nastrojenii = “to be in bad mood” (cf. byt’ v dome = “to be
at home”), luch nadezhdy = “a ray of hope” (cf. luch sveta = “a ray of the
sun”), kormilo vlasti = “at the helm” (cf. kormilo korablya = “helm of a ship”)
etc.

In the “Meaning — Text” theory collocations are considered as a subclass of
more extensive class of set phrases, or phrasemes. “The idiom is an expression
consisting of several lexemes which meaning cannot be completely deduced by
general rules of the given language from meanings of its constituent lexemes,
from morphological characteristics (if those are available) assigned to them
semantically and from their syntactic configuration” [8: 215].

According to Melchuk and Teliya, collocations can be understood as word-
combinations in which one of the elements is viewed a semantic dominant, and
another is chosen depending on it in order to express the sense of all combina-
tion (the same approach is adhered by M. Hausmann, A. Cowie', S. Kahane
and A. Polguére). The dependent word, thus, can be interpreted only in com-
bination with the dominant. The similar standpoint we find in [6].

1 A. Cowie calls such combinations restricted collocations.
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3 The analysis of retrieving collocations in Russian

Nowadays there are several ways in linguistics to calculate the degree of coher-
ence of parts of the collocation. They are based on comparison of frequencies
for word pairs received on a material of a real corpus with independent
(relative) frequencies. Statistically significant deviations of real frequencies from
hypothetical probabilities (for more details see [9]) are searched.

Statistical methods for data treatment are widely used in corpus linguistics.
There are different measures based on calculation of a degree of nearness of
words in a text, namely, MI (mutual information), t-score, Log-Likelihood,
z-score, chi-square.

The object of research in the given work is collocations of Russian, their
presentation in dictionaries of modern Russian.

The aim was to carry out a number of experiments in order to find a suit-
able measure of association for different classes of set phrases; to define
opportunities of statistical methods as a whole and several measures in particu-
lar; to find ways of a combination of statistical and semantic-syntactical
methods in collocation retrieving.

We have leaded a series of experiments with the purpose of comparison the
efficiency of statistical methods.

During experiment the following ideas were tested:
¢ to what degree the proposed methods can be applicable to Russian;
¢ whether the given methods allow to reveal other classes of set phrases.

We have chosen collocations of 19 nouns that don’t have homonyms as
material for our research. The nouns have been selected by their sufficient high
frequency (see the electronic frequency dictionary of Russian by A. Sharoff
[10]): eaacmv “power”, enumarnue “attention”, eozmoorcHocms “opportunity”,
sotina “war”, sonpoc “question”, doowcde “rain”, owcusue “life”, zaxon “law”, awo-
6o6b “love”, mecmo “place”, muenue “opinion”, meicav “thought”, Hous “night”,
omgem “answer”, nomown “help”, padocmv “joy”, caoso “word”; cayuaii “case”,
cmbica “sense”.

The research has been lead on the corpus of Russian newspapers created at
the University of Leeds (Great Britain) * under the guidance of S. Sharoff. This
corpus includes nearby 78 million words from several major Russian newspapers
(for example, “Izvestia”), its part-of-speech tagging was done using the
program Mystem °.

In a search mode one can choose one or several statistical measures (MI,
t-score, log-likelihood), set a span in words, and also it is possible to set a part
of speech of a collocate.

2 http://corpus.leeds.ac.uk/ruscorpora.html
3 http://corpora.narod.ru/mystem
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For each word we examined bigrams as an example of collocations, i.e.
combinations of a given word with a word which is on its right or on its left.
Thus, for each noun the following information was given out: 1) its left
bigrams; 2) its right bigrams.

It is necessary to mention beforehand two moments. First, each element of
the corpus which stands before or after a blank including punctuation marks is
considered a token. Secondly, the corpus manager CQP uses lemmas while pro-
cessing data, thus, results of search are presented by combinations of lemmas.

The result of the query is represented by a list of collocations organized in
the form of one, two or three tables (depending on the quantity of the chosen
measures) with six data columns (see Fig. 1):

4 NEWS RU: neno - Microsoft Internet Explorer

dafin  Mpaska Bra MsbpanHoe Cepeuc Cnpaeka I,'
- —_ n »
G Hazaa ~ (g Iﬂ |EL| ,l\l Pl ! Mok : e MzBpaHHoe Q“\i -
Anpec: @ http: ficorpusl leeds, ac.uk/cgi-binjcgp. pl?q="%DL0 Mepexod  CoeinEM il @ -
Al T —

Corpus: NEWS-RU; Tokens: 77625002
Query: [word="gemo"]

Colloc: lefi=1, right=0; Filtex:

LL score

LI score

T score

LL score

Collocation Joint Fregl  Freg2 LL score Concordance

FTONOBHBI ZEI0 670 16959 102493 13551 88 Examples

ApyTOi gemro 1200 112106 102493 262090 Examples

MMETE ZEII0 1033 é0000 102495 144628 68 Examples

ITO genn 1323 266049 102453 117230 Examples

CEOE Ferlo 637 35085 102403 92032  Examples

TIOHATHE I emo 345 3163 102453 21210  Examples

ofcToATE gemo 221 1216 102493 58070 Examples

A0EOTHTE ZelIo 203 ZE05 102493 40544 Examples

B gemn 1944 1784182 102493 39379 Examples

HO gemo 691 2E06E3 102493 36335  Examples

BOE Jemn 647 247100 102493 34583 Examples

pacoMATPHEATE gemo 249 17005 102493 33261 Examples

Eo3hRgaTE geno 131 2078 102493 24455 Examples

- gemo 1424 1479319 102493 22978 Examgples

OJEEL FETI0 4531 174692 102493 21896 Examples

Emarof gemo 56 952 102453 19375  Examvles v

@ FoToeon # HTepreT

Fig. 1. Example of the output of the query on the word meno “business”



100 Maria Khokhlova

The first column shows the collocation (represented by lemmas) itself. The
joint frequency of occurrence of bigram’s components, the frequency of the first
word and the frequency of the second word stand in the second, third and
fourth columns accordingly. The data in all tables are sorted on decrease of
value of a corresponding measure. The query results for each noun are brought
to one table, and then we compared them to the entries for these nouns in the
Dictionary of Collocations [11], in the explanatory dictionaries of Russian (the
Dictionary of Modern Russian [12]; the Big Academy Dictionary of Russian
[13], the Dictionary of Russian [14]) and in the Dictionary of Synonyms and
Similar Expressions [15].

3.1 Results for Log-Likelihood

For LL measure the following results were received. 1763 bigrams were found in
total. Among them there were:

47 bigrams are fixed in two or more dictionaries;
79 bigrams are fixed only in [11];

48 bigrams are fixed only in [14];

20 bigrams are fixed only in [15];

11 bigrams are fixed in [13];

6 bigrams are fixed only in [12].

Also there were 15 combinations with punctuation marks.

Values of LL proved to be the largest for the collocations found in two or
more dictionaries.

3.2 Results for MI

1755 bigrams were found in total. Among them there were:
68 bigrams fixed in two or more dictionaries;
73 bigrams fixed only in [11];
27 bigrams are fixed only in [14];
13 bigrams are fixed only in [15];
9 bigrams are fixed in [13];
25 bigrams are fixed only in [12].

Also there were 11 combinations with punctuation marks.

Bigrams, extracted by MI and t-score also correlate with data of dictio-
naries.

Values of the MI measure are the largest for the collocations found only in
[14], and also found in two or more dictionaries. After examination of the list of
results we found out, that only two combinations were retrieved (and both
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were not fixed in the dictionary of collocations) within a range from 0 to 1
(according to the value of MI). It allows us making a conclusion that the
combination is statistically insignificant if the MI appears in the given interval.
Thus the hypothesis that was applied to other languages can be extrapolated to
Russian.

3.3 Results for t-score

1755 bigrams were found in total. Among them there were:
71 bigrams fixed in two or more dictionaries;
73 bigrams fixed only in [11];
22 bigrams are fixed only in [14];
14 bigrams are fixed only in [15];
8 bigrams are fixed in [13];
23 bigrams are fixed only in [12].

Also there were 20 combinations with punctuation marks.

The combinations that have large values of t-score prove to be rather fre-
quent while, unlike the previous measures, one of their parts is a preposition or
a pronoun. And also there were more bigrams (in comparison with other
measures) in which a punctuation mark is one of their parts.

We confirmed the hypothesis that t-score allows to retrieve collocations
which have very frequent words, and also punctuation marks as their
constituents. Thus, as well as for other languages, it is true for Russian that
words with the largest value of t-score are frequent and can be combined with a
large number of words. The right context reveals more combinations with
punctuation marks than the left one.

The analysis of the data received shows that the majority of collocations
(phrasemes), fixed in dictionaries, stand in the top part of the list, i.e. their
parts co-occur very often.

The combinations which had not been fixed in the dictionaries before were
also retrieved during the experiment. The analysis of these combinations that
show both high and low values of measures of association (one or several),
reveals, that bigrams which stand on the top of the list of collocations (sorted
on decrease), with some degree of probability prove to be set phrases and,
hence, can be included in the dictionary. The overwhelming majority of
collocations that stand in the bottom part of the list prove to be free phrases.

Also it is possible to note the combinations recognized by us as collocations,
but not listed in dictionaries. In case of large value of a measure for such com-
binations one can say to a certain degree that they belong to a class of set
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phrases: for example, yemmp enumanus “the focus of attention”, yxpommnoe
mecmo “secluded corner”, noxkoruums dHcu3ue “to commit suicide”, dpaxonosckuii
saxon “draconian law”, wexomauswiii eonpoc “ticklish question” etc.

4 Conclusion and further work

The results of this work (and the data about word collocability in general based
on statistical measures), first of all, can be applied to a lexicographic practice.
The statistical collocations which are extracted by measures of association, and
not fixed in a dictionary, can be added to the existing dictionaries after careful
analysis. Application of corpus methods to the analysis of lexical collocability
will allow to create, finally, the dictionary of a new type, namely an integrated
dictionary of set phrases, or the dictionary of collocations.

It is obvious, that the automatic text analysis (for example, by means of the
above described statistical tools) is only an initial stage for retrieving col-
locations. Then the received results must be manually processed within the
framework of traditional linguistics and compared to the data from dictionaries
(first of all, explanatory dictionaries and dictionaries of set phrases). One
should take into account also structural formulas which underlie collocations.
Combined with statistical approaches, in our opinion, they can give quite good
results. Programs which allow for stop-words and punctuation marks must also
be used. It is syntactic tree banks that may solve the task in question. It is
possible to combine statistical tools with structural (syntactic) models of
phrasemes and collocations, thus, uniting two approaches.
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Abstract. The paper covers on the ways to use word frequency
vocabularies for the data analysis of Psychology and Philosophy
terminological systems which have been specified upon and carried out
through pointing out, defining and statistically studying the conceptual
sets on the language material of scientific papers which were published
in the 19™ and 21" centuries.

Keywords: sublanguage, functional semantics and style category
(FSSC), lexical and grammatical paradigm, conceptual set, set unit,
centre (core), the periphery, conceptual diagram.

Language structure as well as its functioning in speech, the relation of language
and ideation, language and society are subordinated to statistical laws, thus the
methods of statistical analysis should be referred to when studying the above
mentioned phenomena [1, 7] as these methods are particularly efficient when
carrying out a comparative study/analysis. As suggested by F. P. Filin, every
word reveals the story of the whole world [2, 226]. In the case of the given
research, the combination “the whole world” is equipollent to the term
“conceptual sphere”, and “the story it reveals” stands for the concept
transformations. The latter are reflected in the changes of lexical and gram-
matical text paradigm. In other words, the concept transformations correlate
with the dynamics of functional semantics and style categories (FSSC) of the
corresponding sublanguages. This dynamics is characterized by the system of
markers, the markers in this research being the most frequent conceptual sets.

The study of the sublanguages evolution is topical nowadays. Not only it
suggests various ways of complying, modifying and updating terminological
(but not limited to these) vocabularies for various scientific fields, but also can
serve the basis for determining general tendencies and trends in the develop-
ment of certain science branches. Terminology is one of the few spheres of lexis
units of which belong to almost every functional semantics and style category
of Psychology and Philosophy sublanguages, terms of various kinds being the
constituents of the category centre (core).

There is no denying the fact that each of the two sublanguages operates by
the set of lexical and grammatical units proper to it. This set is to be
replenished and perfected as “at this very stage of the English language
development there is a strong tendency for language economy and the breach in
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the ‘one symbol — one meaning’ language automatism” [3, 27]. Moreover, the

absence of a trenchant division between terms and common use lexis is obvious
resulting from the constant process of terms transition into common use
vocabulary accompanied by the use of trivial vocabulary for forming new
branch terms [4; 12].

I aim to find out the possibility of using word frequency vocabularies of
articles on Philosophy and Psychology when studying Psychology and Philo-
sophy terminological systems, with the idea of building conceptual diagrams of
terminological systems for the corresponding sublanguages at the next stage of
my research. The peculiarity of this research lies in the attempt to frame out
the comparison for the articles representing two different periods.

It is necessary that the definition for the ‘conceptual set’ term used in this
study should be given. ‘Conceptual set’ stands for the complex of lexical and
grammatical units that serve as the embodiment for one and the same concept
in the texture of text.

The set of terms for a certain sublanguage is constantly replenished and
perfected which causes the necessity to terminally involve new language
resources to name to the new objects, phenomena or processes discovered.
Thus, the task of my research is to define the most frequent ‘conceptual sets’
and to compare the terminological vocabularies of the Philosophy and Psycho-
logy sublanguages for the two periods.

The ‘conceptual set’ that has been defined and studied within this research,
fits into the plane of lexical and grammatical abstraction and correlates with
the concept field through the paradigm of lexical and grammatical units. In
their form the elements of the ‘conceptual set’ are common root lexemes which
stand for one and the same concept and represent the scope of declension range
for the notional parts of speech (noun, adjective, pronoun, verb and its non-
finite forms).

The total number of word usage in the papers under analysis made up
49 280 cases. Scientific papers on and Philosophy and Psychology which were
published in the 2"' part of the 19" century and the beginning of the 21* cen-
tury served the material for this research. Every of the two periods is
represented by four articles each bearing thematic and size approximation to
one from the other period. The target material for the vocabularies is the selec-
tion of the most frequently used nouns, verbs and adjectives. Each
terminological concept includes a core unit and periphery units.

Thematically related texts for the two periods have been analysed. The
analysis resulted in defining the most frequent ‘conceptual sets’ for the corpora
of Philosophy and Psychology papers compared. The total number of sets may
indicate the theme breadth of the articles under study. For the first period (the
2"! part of the 19" century) the total set number in the Philosophy corpus is
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167, for the second period (the beginning of the 21% century) — 184 sets. The
total set number in the Psychology corpus is 182 and 201 sets respectively.
Relative difference in the set number for Philosophy is 9.2 % and 9.5 % is the
figure for the Psychology sublanguage.
Absolute and relative set frequency for usage cases has been calculated, which
was then followed by the analysis of set frequencies for the two periods accord-
ing to:

a) frequency dispersion (the presence of the set units in the texts of one
of the periods under research; the presence of the set units in the texts of the
two periods with significant/nonsignificant frequency difference);

b) frequency range (diapason):
« low (0.01 - 0.09%);
e lower than the medium (0.10 — 0.19%);
e medium (0.20 - 0.29%);
e higher than the medium (0.30 — 0.39%);
¢ high (0.40% and more);

¢) frequency homogeneity (statistically homogeneous/ nonhomogeneous
frequencies);

d) set composition (the number of units, set filling/lexical and gram-
matical unit status).

Frequency dispersion analysis has provided the possibility to find out that
the presence of the set units in the texts of one of the periods under research
and their absence in the texts of the other period is the indicator of increase/
decrease in evincing interest for a certain philosophical/psychological issue as
well as of the invention of new terminological units (i.e. units «affectivey,
«allele», «biochemical», «depression», «genes», «interpretation», «rivalry»
belong to the set core but that is proper to the papers of the second period
only)/ the transition of some terms into common use vocabulary; it can also be
the indicator of low texts homogeneity for a certain set.

Frequency range (diapason) analysis enabled not just arriving at the con-
clusion concerning the core/periphery scheme of the conceptual set and
outlining the framework of the conceptual sets for the two periods, but also
prompted the idea of building conceptual diagrams of terminological systems
for the corresponding sublanguages[8] in accordance with the core/periphery
scheme.

Frequency homogeneity analysis made it possible to estimate frequency
homogeneity /absence of homogeneity for the units of every conceptual set
concerning the two periods.

Set composition analysis (the number of units, set filling) enabled to retrace
the dynamic changes of lexical and grammatical paradigm for a certain concep-
tual set (the set centre shift from one unit form/invariant onto another;
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increase/decrease in the relevant frequency of conceptual sets; the change in
lexical and grammatical unit status.

Here below the full scheme analysis for the ‘individual’ conceptual set is given.

This is the table of comparison for the units frequency of the “individual”
conceptual set.

Ne n/m O quHung K-cTh C10BOB)KHBaHb
(n=25)

individual 17

individualism

1

2 1
3 individuality 2
4 individuals 4
5 1

individual’s

Table 1. Correlation between the units quantity for the
‘Individual’ Conceptual Set. Period 1. m=0.36%

Ne O nuHHLS K-cTb cJ1I0BOBXHBaHb
n/n (n=43)
1 individual 3
2 individuals 27
3 individual’s 1
4 individuals’ 12

Table 2. Correlation between the units quantity for the
‘Individual’ Conceptual Set. Period 2. m=0.5%

PS 1 and PS 2 stand for the first and the second periods of papers on Psycho-
logy, m and n — relative and absolute frequencies respectively for a certain set,
the unit in bold stands for the core of a conceptual set of a certain period.

According to the frequency dispersion this conceptual set is a prevailing one
with a nonsignificant frequency difference. According to the frequency range
(diapason) the set belongs to different groups for the two different periods:
higher than the medium frequency (0.30 — 0.39%) group (for the first period);
high frequency (0.40% and more) group. Thus according to the frequency
homogeneity ‘individual’ is a set with statistically nonhomogeneous frequencies.
According to the set composition this set is characterized by a significant
difference in units number for the two periods (the relative difference making
up 0.14%) which has resulted in set filling/lexical and grammatical unit status
difference. As can be assumed from Table I there is a core shift in the set



108 Oksana S. Kozak

(individual 17 — individuals 27), the number of units for the two periods is
almost about the same, though there is a great difference in the set units
representation. I have arrived at the conclusion that the ‘individual’ conceptual
set has a significantly different weight in the papers of the two periods. From
the set data analysis I can assume that while in the the 2™ part of the 19"
century the impact a considerable accent was put on the individual’s inner
world, at the beginning of the 21* century the interest has been shifted onto
the way the individual is/is not able to integrate with the surroundings.

The results of the research prove the significance of referring to word fre-
quency vocabularies while conceptually diagramming terminological systems of
philosophy and psychology sublanguages with the aim of their comparison.
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Abstract. SYN2000 and SYN2005 are both 100-million representati-
vely balanced corpora of contemporary written Czech that cover two
consecutive time periods. It is therefore desirable to take advantage of
this and to compare word frequencies in both corpora in order to
discover lexicon development tendencies. However, both corpora differ
in many other aspects that make direct comparison questionable. The
paper describes research based on normalised corpus frequencies devised
in order to enable the lexical comparison. Statistical significance
measures are used for evaluation of frequency differences of the indi-
vidual items. It is shown that careful interpretation of the observed
results is necessary, because the differences can have various causes
including corpus composition issues and non-random nature of language.
True examples of lexical variation are found to be rare and hardly
distinguishable.

1 Achieving comparability

The Czech National Corpus is an ongoing wide-scale project aiming to provide
the research community with large variety of Czech corpora (Cermdk 1997 and
1998). Perhaps the most widely used are 100-million monolingual synchronic
written corpora SYN2000 and SYN2005. They are disjunctive, i.e. none of the
texts was included into both of them. Both corpora are representatively
balanced and cover two consecutive time periods: while SYN2000 contains texts
from the 1990s, SYN2005 concentrates on texts from the first half of the 2000s.
Despite their similar concept, the corpora differ in many other aspects that
may not be apparent. Major difference is the notion of representativeness:
SYN2000 contains 15% of fiction, 25% of professional literature and 60% of
newspapers and magazines, while SYN2005 contains 40% of fiction, 27% of
professional literature and 33% of newspapers and magazines. The proportions
were in both cases based on sociological research that emphasised text recep-
tion (reading) rather than production (writing). The difference between their
results can be explained by a turn-away from newspapers at the end of the
1990s as well as by different research methodology. Other differences between
the two corpora include mainly various processing issues: improved tokeniza-
tion (dividing the texts into sequence of tokens), segmentation (sentence
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boundary recognition) and mainly lemmatisation with morphological tagging
(Haji¢ 2004 and Spoustovd 2007). The differences between the two corpora
should thus be considered as an inevitable improvement, although they make
lexical frequencies directly incomparable: even significant frequency difference
may not reflect any lexicon development at all.

The processing differences were overcome simply and effectively by repro-
cessing SYN2000 with the same set of tools that were used for processing
SYN2005. This has been done only internally, because the corpora are claimed
to be reference entities, i.e. they are never altered once published. However, re-
tokenization of the corpus changed its size to 96.23 million tokens while the size
of SYN2005 remained 100 million tokens, thus this newly emerged difference
had to be taken into consideration. The influence of the modified sampling
criteria was minimised by compiling comparative frequency lists (CFLs) for
both corpora in two versions: for word forms and lemmas. Among other data,
the CFLs provide for every item (word form or lemma) overall normalised
frequency in a 100-million comparative corpus. The comparative corpus is a
virtual construct, normalised counterpart of the respective real corpus, where
all three main registers are equally represented, i.e. with one third share each.
The average frequency of every item in each of the shares is normalised to be
the same as in the corresponding register of the respective real corpus. As a
consequence, the normalised frequencies are directly comparable between the
corpora. Moreover, they are regular frequencies, although in a virtually non-
existing comparative corpus. It is thus possible to handle them the same way as
regular corpus frequencies, e.g. their total sum over every item in the corpus is
100 million. The CFLs are publicly available on our web pages together with
usage examples and other practical notes, their detailed description can be
found also in (Kfen 2006).

2 Aims and pitfalls of the comparison

Perhaps it should be stressed beforehand that the paper does not aim to
compare both corpora as a whole and to quantify the difference between them.
The principal aim is to find out whether there are significant differences in
usage of individual Czech word forms or lemmas reflected in the two corpora
that could be discovered by the means of the CFLs. The paper can also be
considered as an attempt to explore both the advantages and limitations of the
CFLs as a publicly available resource, so that it would be possible for anybody
interested to take up and perhaps extend this evaluation.

According to Rayson and Garside (2000) there are number of issues that
should be considered when comparing corpora or frequency lists based on them:
the representativeness of the corpora, their homogeneity and applicability of
used statistical tests (e.g. their suitability for corpora of different size). They
stress that word frequencies tend to differ across any two texts just because of
the non-random nature of language. Moreover, the differences do not balance
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out as the texts (or corpora) grow larger, so that there always are rather small
but statistically significant differences in frequencies of high frequency words.
This is also the main reason why they are overestimated by some measures,
although this is statistically well-grounded result. We should be aware that the
measures in general are likely to highlight differences in word frequencies that
are salient statistically, although this salience itself need not show any
difference in usage. However, this is often not recognisable merely from
frequency data the measures are based on. Statistical measures should be there-
fore used as a useful prerequisite for ranking the candidates that should be
finally examined by the researcher. This is also the approach adopted here:
statistical measures described below were used for wordlists ranking, the
individual items at the top of the lists were then inspected manually, examining
the results and their possible causes at the same time.

3 Statistical measures

Kilgarriff (1996) surveys different statistical approaches used in order to find
words that are characteristic for particular text. This problem can be also
viewed as finding the most significant differences in word frequency between
the text and large representative corpus. He summarises various approaches,
evaluates them and indicates circumstances in which they are applicable.
However, this paper focuses on evaluation of individual lexical items rather
than the statistical measures. Kilgarriff’'s survey was therefore used as a source
of suitable techniques to choose from, not even attempting to test those that
were disapproved (e.g. MlI-score). Moreover, it should be mentioned that
measures requiring any additional information to the CFLs were not even
considered, although more information might have improved the performance.
For instance, this is the case of the Mann-Whitney ranks test mentioned by
Kilgarriff as a suitable option. For each word, he used it on ranks of word
frequencies in 2000 same-sized samples from both compared corpora. Because
this information cannot be inferred from the lists, the test was not used in this
comparison.

Pearson’s x° test is one of the statistical measures most frequently used in
similar cases. It was used also by Johansson and Hofland (1982) in order to find
significant differences between British and American English by comparing
wordlists generated from two comparable corpora, LOB and Brown. However,
most of the frequent function words were marked as having significantly
different frequency. Kilgarriff (1996) shows that similar result can be obtained
also when comparing corpora of the same language type. Therefore, the
differences found by LOB-Brown comparison cannot be interpreted as dif-
ferences between British and American English. Oakes (1998) explains that for
all but purely random populations x° tends to increase with frequency. Because
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language is not random, frequency differences for frequent words are almost
always significant. In other words, x”° answers question whether the two corpora
were drawn randomly from larger population (the null hypothesis), but we
already know that they were not. Thus the answer provided by x* in fact is
whether there is enough evidence to claim already known fact on given signifi-
cance level.

Let a be normalised frequency of given item w in SYN2000 and b be its
normalised frequency in SYN2005. The size of the comparative corpus is
100,000,000 for both corpora. Observed frequencies are then given by the
following contingency table:

SYN2000 SYN2005
w a b
non w 100,000,000 — a 100,000,000 — b
Table 1.

Expected frequencies are as follows:

SYN2000 SYN2005
w (a+b)/2 (a+b) /2
non w 100,000,000 — (a + b)/2 100,000,000 — (a + b)/2
Table 2.

X" is then computed in a standard way as a sum over each cell of the table.
Since we are using 2x2 contingency table, Yates’s correction is applied:

Xzzz (O—EE—0.5)

There can be various ways how to overcome some of the objections against x°,
one of them is proposed by Kilgarriff and Salkie (1996). Their CBDF (chi by
degrees of freedom) measure improves plain X’ by dividing its value by number
of degrees of freedom for wordlist-based corpora comparison. In their case, the
number of degrees of freedom is equal to the wordlist size minus one. However,
our goal is to compare word frequencies individually in order to find out
whether the observed difference is or is not significant, the number of degrees of
freedom being always 1 in this case.

To sum up the major limitations of y* it overestimates high frequency
items, it should not be used for comparison of different sized corpora, and it
should not be used in cases when expected frequencies are less than 5. However,
using normalised frequencies provided by the CFLs ensures that the expected
frequencies are always at least 10 (less frequent items are not included in the
lists) and both corpora are normalised to the same size, so the only problematic
feature of x” is its overestimation of high frequency items. Kilgarriff and Rose
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(1998) show that x* performed the best out of five measures they evaluated,
thus it can be very useful despite its limitations. Therefore, it was decided to
adapt x” to the task of finding significant differences in usage of individual
words between two corpora based on the CFLs. The measure is called CBF (chi
by frequency) and its value is given by dividing the x° value by the square root
of the expected frequency. The square root was determined empirically as a
suitable curve between linear relation on one hand and logarithmic one on the
other. Dividing directly by the value of expected frequency showed to disad-
vantage frequent words too much, while logarithm of the expected frequency
proved to be too low to improve the original x* value noticeably. CBF is given

by the following formula:
2

_ X
CBE="r050)

Another obvious option is to use different statistics instead of attempting to
improve x’. Dunning (1993) proposes log-likelihood (hereafter LL; also known
as G%), an asymptotic hypothesis test similar to x°. He shows that it is more
appropriate than x” if observed frequency is rather small and sample size relat-
ively large. Since this is the case of our lexical comparison, it was decided to
evaluate also LL in addition to x° and CBF. LL is given by the following
formula:
0]

LL=2) Oln%
Two remarks should be added at this point. First, we are aware of the fact that
CBF is merely an ad hoc solution devised for this task and not showing any
statistical significance. However, the goal is “only” to rank the differences, so
this should not be considered a drawback of the measure. Second, there is a
serious theoretical problem related to the different nature of differences
between low vs. high frequency words. For instance, let us consider the
following table that shows three lemmas together with their normalised
frequencies for both corpora:

lemma SYN2000 SYN2005

esemeska (SMS message) 0 217

euro (the currency) 1128 9530

kraj (county) 8920 24434
Table 3.

It is not clear which of the frequency differences we should rank as the most
significant if we did not know the language? What is the desired result of such
comparison? How do we weigh the significance? We are convinced that there
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can be no universally accepted ideal measure because the answers will surely be
task-dependent and often individual. This should limit our expectations
concerning the results the measures are able to provide us with. It also emphas-
ises the importance of human intuition and common sense that should guide
their interpretation.

4 Evaluation

This chapter evaluates the results provided by LL, x° and CBF measures, the
top 20 items for each of them being shown in the tables below. For the sake of
clarity, the tables do not give exact values of these measures, but instead only
rank assigned by them to the individual items. All word frequencies used in the
evaluation are normalised frequencies described in the first chapter. Proper
names were not taken into consideration because their frequencies largely
depend on selection of particular texts and they are not related to language
usage in general. Finally, all the items mentioned from now on are lemmas. Al-
though the evaluation was carried out for word forms as well, the results were
very similar and therefore it was decided to demonstrate them on lemmas only.

lemma SYN2000 SYN2005 LL x? CBF
frequency frequency rank rank rank
euro (the currency) 1128 9530 1 2 1
kraj (county) 8920 24434 2 1 11
zver (wildlife animals) 9941 1989 3 3 3
pan (Mr.) 78821 52879 4 4 320
b (abbreviation) 29461 14574 5 5 59
faz (fax) 6492 1075 6 6
prag (geologic period) 3226 62 7 15
internetovy (internet — adj.) 1449 6882 8 12 12
on (he) 1031606 1122317 9 7 29006
cm (centimeter) 17533 7863 10 9 76
plyn (gas) 18932 8961 11 11 93
strana (side or party) 138041 108141 12 10 2313
se (reflexive -self) 2658917 2799660 13 8 33700
m (abbreviation) 27041 15090 14 13 182
foto (photo) 7990 2249 15 14 23
Saman (medicine man) 341 3767 16 20 6
myslivecky (huntsman — adj.) 4100 475 17 18
logisticky (logistic) 356 3745 18 21 7
cz (part of internet address) 1343 6036 19 16 19
zzzz (corpus cleanup failure) 2404 12 20 28 4

Table 4. The most significant frequency differences according to LL.
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2

lemma SYN2000 SYN2005 LL X CBF

frequency frequency rank rank rank
kraj (county) 8920 24434 2 1 11
euro (the currency) 1128 9530 1 2 1
zver (wildlife animals) 9941 1989 3 3 3
pan (Mr.) 78821 52879 4 4 320
b (abbreviation) 29461 14574 5 5 59
faz (faz) 6492 1075 6 6 5
on (he) 1031606 1122317 9 7 29006
se (reflexive -self) 2658917 2799660 13 8 33700
cm (centimeter) 17533 7863 10 9 76
strana (side or party) 138041 108141 12 10 2313
plyn (gas) 18932 8961 11 11 93
internetovy (internet — adj.) 1449 6882 8 12 12
m (abbreviation) 27041 15090 14 13 182
foto (photo) 7990 2249 15 14 23
prag (geologic period) 3226 62 7 15 2
cz (part of internet address) 1343 6036 19 16 19
krajsky (county — adj.) 2986 8846 21 17 42
myslivecky (huntsman — adj.) 4100 475 17 18 3
maj (my) 239701 204127 22 19 12540
Saman (medicine man) 341 3767 16 20 6

Table 5. The most significant frequency differences according to x°.

lermma SYN2000 SYN2005 LL x® CBF

frequency frequency rank rank rank
euro (the currency) 1128 9530 1 2 1
prag (geologic period) 3226 62 7 15 2
zver (wildlife animals) 9941 1989 3 3 3
zzzz (corpus cleanup failure) 2404 12 20 28 4
faz (fax) 6492 1075 6 6 5
Saman (medicine man) 341 3767 16 20 6
logisticky (logistic) 356 3745 18 21 7
myslivecky (huntsman — adj.) 4100 475 17 18 8
honitba (hunting ground) 2902 205 25 29 9
myslivost (hunting — subst.) 2860 220 27 32 10
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kraj (county) 8920 24434 2 1 11
internetovy (internet — adj.) 1449 6882 8 12 12
plynovod (gas pipeline) 2990 290 29 34 13
bosensky (bosnian) 3154 360 31 35 14
hordk (burner) 3257 387 30 33 15
cesko (Czechia) 650 4152 23 25 16
hn (newspaper abbreviation) 28 1426 57 85 17
souvrstvi (strata) 1831 103 49 59 18
cz (part of internet address) 1343 6036 19 16 19
podzol (podsole) 1520 55 59 83 20

Table 6. The most significant frequency differences according to CBF.

Generally, LL and x° give ranking very similar to each other, while CBF is
more remarkably distinct. The basic feature of CBF is that it prefers low
frequency items with greater frequency differences between the corpora to high
frequency items with smaller differences. The latter are statistically more
significant and therefore preferred by the other two measures. However, since
CBF is based on )’ it cannot be expected to find anything really new and
surprising that x* itself would not rank noticeably high anyway, although CBF
ranks such items higher in accordance with human intuition. This can be
demonstrated on the last three columns of Table 3: none of the ranks is greater
than 100, which is certainly not true for Table 1 and Table 2. In other words,
given the x’-ranked list, CBF tends to push highly frequent items down
significantly rather than to pull low frequency items up accordingly. For
instance, frequencies of lemmas zzzz or hn are quite high in both corpora, their
ratio being ca. 200 and 50 respectively (cf. Table 3). Although the occurrences
of both lemmas are concentrated in a few texts in both cases, any conclusion
based only on the frequency information should no doubt conclude that the
observed difference is significant. CBF ranks both lemmas slightly higher than
the other two measures. On the contrary, frequencies of lemmas se and on are
both extremely high, but the observed difference is rather small and can be
explained by the non-random nature of language. CBF ranks them significantly
lower which can be considered more appropriate. Therefore, CBF can be more
helpful for automatic ranking rather than for preprocessing followed by manual
examination of the results. x* and LL are more useful in this respect, because
the minor differences of highly frequent items can be easily left out if found
unimportant. On the other hand, they may reflect gradual usage change and
this can be analyzed only by means of professional analysis. However, CBF can
be seen as a suitable base for further improvement of the properties of x.
Frequent general language words are already suppressed and additional distri-
bution information would presumably improve its performance even more, since
most of the words it prefers could be easily detected as domain-specific. As for
the comparison between x> and LL, LL seems to perform slightly better, as it
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does not overestimate highly frequent items that much is x* and is thus closer
to CBF in this respect.

The words provided by the tables can be roughly divided into four main
groups. Probably the most remarkable is the number of domain-specific words
that can be found especially in Table 3 and the fact that they come from only a
few domains, namely hunting (zvér, myslivecky, honitba), gas industry (plyn,
plynovod, hordk) and geology (prag, souwvrstvi, podzol). Their common feature is
that the frequency differences heavily depend on corpus composition and there-
fore could have been avoided by employing some kind of additional distribution
information. The second group consists of period-specific words that are topics
of public discourse or reflect technical development: euro, kraj, internetovy,
bosensky, cesko etc. Although these words may be of interest, they do not
represent the core of language development. Unlike the domain-specific words,
their distribution is more even and does not depend on selection of particular
texts. The third group contains frequent general language words: on, se, maiyj,
strana etc. The frequency differences are rather small but statistically
significant and are caused mostly by non-randomness of language, although
corpus composition issues are of minor importance, too. Finally, the fourth
group consists of various errors or generally trash that got pinpointed by the
comparison. These include abbreviations (b, m, cm), results of insufficient
corpus cleanup (zxzzz, hn, foto) or incorrect lemmatisation (prag and cesko
should have been lemmatised as proper names). Perhaps the most notable error
encountered here concerns lemma podzol: by far the most prevailing word form
lemmatized as podzol is PZ, an abbreviation of “podzimni zkousky” — autumn
tests of hunting dogs. The above mentioned classification should thus be
slightly adjusted. However, it is more important to mention that the groups
can overlap (e.g. logisticky is both domain-specific and period-specific term) and
that it is not always clear what are the real reasons of observed differences. For
instance, to what extent the frequency difference of lemma fax was caused by
corpus composition issues or different level of corpus cleanup, as it often occurs
as a part of the address in footnotes (its nature is similar to foto in a sense).

Taking these findings into consideration, it should not be surprising that
even careful examination of lower-ranking items in the lists does not easily give
true examples of lexical variation. For instance, esemeska (SMS message) is a
perfect example of neologism brought into common use by technical develop-
ment. It does not occur at all in SYN2000, but its normalised frequency in
SYN2005 is 217. However, this frequency difference itself cannot be viewed as
an evidence of its novelty. There are number of lemmas with frequency
characteristics similar to the 0 : 220 ratio, e.g. humerus (humerus — shoulder
bone, professional medical term), spagyrikum (spagyrics — herbal alchemy
agent), kanovnice (canon — clergywoman), limek (small quarry) etc. Obviously,
this is caused by the lack of some kind of distribution information, because all
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these words are domain-specific and more or less unevenly distributed.
However, the evenness of distribution of esemeska is not notably even as well:
all its occurrences in SYN2005 are from the newspaper part of the corpus
(except for one occurrence from fiction). Moreover, one more lemma can be
added to these above: bedar (furuncle — colloquial). Although it is a widely
used informal expression with completely different nature from linguistic point
of view, its frequency distribution is uneven as well and can be statistically
hardly distinguished from the domain-specific words above. Its absence in
SYN2000 can thus be seen as a shortcoming of the corpus data without any
linguistic explanation.

Let us take more frequent function word as another example. Lemma -I7
(morpheme meaning if attached mostly to verbs) is becoming archaic and it
would thus be desirable to find evidence for this. The respective frequencies
correspond to this expectation being 71901 for SYN2000 and 54572 for
SYN2005. Although they are rather high so the difference may be significant, it
is difficult to determine its exact cause. Both the frequency differences and
distribution of occurrences are very similar to that of strana or other frequent
general language words mentioned in the previous paragraphs and not showing
any tendency to disappear from the language. It can thus be concluded that
even the distribution information may not help to distinguish cases of lexicon
development from mere corpus composition issues.

5 Conclusions and further work

It was shown that the measures do not give satisfactory results and their use is
thus limited. There are several reasons for this failure. First, it is not possible
to produce “ideal” ranking the measures should approach as close as possible.
Second, normalised frequencies in the CFLs do not provide sufficient informa-
tion. Frequency distribution, document frequency or any other kind of
additional information would be of great help, especially in case of the domain-
specific words, but they cannot be expected to solve all the encountered prob-
lems. Third, nature of the language data makes the task more difficult. Even
statistically highly significant differences in frequency of very frequent function
words are often caused by simple fact that corpora contain different texts, not
by any language development tendencies. This points out to the importance of
manual inspection and verification of the statistically-ranked items that can
hardly be avoided.

We should be also aware of another limitation of this approach: the only
language changes considered so far were dealing with introducing new words
into usage or their disappearing from the lexicon. However, we should also take
into account often neglected fact that the most common manifestations of
language variation are related to semantic shift, polysemy or collocability
preferences. Of course, this kind of lexicon development can be hardly traced
statistically: collocability issues would require more data, while the semantic
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features are virtually undetectable. Furthermore, it showed that frequency of
neologisms almost never grows significantly enough within a span of few years
to be detectable by statistical methods. It is therefore possible to discover only
the most salient examples. The same holds also for function words that are
usually much more frequent: their usage seems to change too slowly over time
to make the frequency differences significant. Employing additional distribution
information would no doubt reduce the number of false findings, but perhaps
would not suffice, being overlapped by the non-randomness of language
together with corpus composition issues that cannot be completely obliterated.
However, utilising various kinds of distribution information in addition to the
normalised frequencies is certainly desirable and further research should be
therefore aimed in this direction.
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Abstract. In lemmatizing a diachronic corpus, which includes texts
from the entire history of a language, it is advantageous to adopt a
broader notion of lemmatization to handle the diversity of
morphological, phonological and orthographic forms. Working along
these lines, the concept of hyperlemma has been implemented in the de-
velopment of a lemmatizer for the diachronic part of the Czech National
Corpus, now under way. Like the lemma, the hyperlemma represents all
inflectional forms of a word, but unlike the lemma it also represents all
historical and dialectal phonological varieties and modern spelling vari-
eties. Moreover, the hyperlemma can be a set of lemmata in compounds
like nan, tys or in forms shared by two coexisting paradigms.

At a rather general level one can say that the very basic reason for the
lemmatization of a corpus is to facilitate the search for all the forms of a
particular word. However, what exactly is considered a form of a word, often
remains virtually undefined. I believe there is a general consensus that it is any
inflectional form, i.e. any form resulting from conjugation of a verb (i.e. forms
such as go, goes, going, went, gone) or declination of a noun, pronoun,
adjective or numeral (such as stone, stones, stone’s or they, them). On the
other hand, how to handle different spelling forms (e.g. theatre:theater,
jail:gaol, night:nite or 4 U ‘for you’), different sound forms, dialectal or
individual pronunciations reflected in different spellings (get:git, them:’em,
that:dat etc.) or even different but formally similar derivatives (e.g.
aluminium:aluminum) often rests on arbitrary decisions. All these forms may
be included under the same lemma, especially if the forms are not far removed
from one another, or they may be represented by two different lemmata.

In the lemmatization of diachronic corpora, which include texts from the
entire history of a language, i.e. texts from a number of its historical stages, the
problem of lemmatization becomes much more complicated. Generally, one has
to face, in addition to the above problems, the necessity to handle different his-
torical forms, scribes’ or printers’ contractions and often also several different
writing systems or competing orthographies. What may appear as a marginal
rarity in a synchronic corpus, as well as in the contemporary language in
general (e.g. Czech forms like bylt, dejz), is often a central, widespread
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phenomenon both in older texts and historical corpora, and should be
lemmatized in a systematic way.

To handle the diversity and competition of morphological, phonological,
orthographic and other forms in lemmatizing diachronic corpora, it appears to
be advantageous to adopt a rather broader notion of lemmatization. Working
along these lines, the concept of hyperlemma has been implemented in the
development of a lemmatizer for the diachronic part of the Czech National
Corpus (DCNC), now under way. As far as I know, the label “hyperlemma”
itself is new; however, a similar notion, limited largely to historical and
dialectal variety of phonological and orthographic features, has been already
used in the project of Tesoro della Lingua Italiana delle Origini (TLIO, [1], [2]).
In the DCNC, which includes the language material from seven centuries of
Czech written texts, the concept has been applied in a broader way. The basic
characteristics of the hyperlemma can be described as follows:

1. Like the common synchronic lemma, the hyperlemma represents all inflec-
tional forms of a word (in the case of old Czech texts, this means that it also
represents forms nonexistent in contemporary Czech, like the aorist, the imper-
fect or the dual).

2. Unlike the synchronic lemma, but similar to the lemmatization imple-
mented in the above-mentioned TLIO project, the hyperlemma also represents
all historical and dialectal phonological varieties (e.g. mouka, mika, muka,
mdka) and all spelling varieties (in the case of Czech, from the last
orthographic reform, realized in 1849, on). However, unlike the TLIO, one of
the goals of DCNC is to make text search as easy as possible and, con-
sequently, one of the fundamental principles is to transcribe old texts which use
orthographic systems exceedingly different from the one used in modern Czech;
older spelling varieties, characterized by different links between graphemes and
phonemes as well as by widespread unsystematicity in the use of many letters
and their combinations, are therefore transcribed for the corpus. This means
that, for example, new systematic varieties used after 1849, like engagement
(angazmd in modern Czech), prosa (now prdza) are preserved in the corpus and
subsumed under one hyperlemma; on the other hand, older spellings like gegj or
wedau are transcribed as jeji and vedou, according to the accepted standards of
transcription applied in editions of Czech historical texts.

3. In the words that still exist in modern Czech, the form of the hyper-
lemma is identical with the form used in Czech synchronic corpora, thus paving
the way for a smooth transition of aging texts from the synchronic to the dia-
chronic corpus. In the words that do not exist today, the hyperlemma is
identical to the newest form attested in the texts or dictionaries. Among other
things, this means that the hyperlemmata of the words that — as far as we
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know — had fallen out of use before certain phonological and morphological
changes were realized in Czech, have the forms existing before the changes;
thus, for example, the hyperlemma of the Old Czech verb luniti ‘fling oneself
after someone’, which does not exist in Middle or New Czech, is <luniti> (not
<lunout>, which would be its standard extrapolation in New Czech), because
the verb seems to have ceased to exist before the phonological change u>ou
was realized in Czech and before infinitive forms ended in -¢ came into use.

4. Unlike the common standards of lemmatization applied in synchronic cor-
pora, the hyperlemma can be a set of lemmata. This rather novel principle has
been adopted to make the lemmatization of some forms more logical and
consistent, and has been applied in the following two cases:

a. orthographic compounds, such as the English can’t, it’s or Czech nan,
tys, onat, dejtez, dejzt. In spite of the traditional one-word spelling,
these units are combinations of two or more words (or their contrac-
tions) and in our opinion each of them should be represented by its
own lemma. There is no logical reason, why e.g. it’s should only be
lemmatized as <it> or <be>, or nan as <na> or <on>; they should
be lemmatized as both <it> and <be>, both <na> and <on>, i.e.
they should be represented by sets of lemmata united in one hyper-
lemma. Thus the hyperlemma of the English can’t consists of <can> +
<not> and the hyperlemmata of the rest of the above Czech examples
include respectively <ty> + <byt>, <ona> + <t>, <dat> + <z>,
and <dat> 4+ <z> + <t>. In this way, a user of the corpus searching,
for example, for all the instances of the verb byt ‘to be’ and using the
hyperlemma <byt> will find, among other forms, the combination tys;
and of course, he or she will find the same form if they are looking for
the instances of the pronoun ty.

b. forms shared by coexisting paradigms, such as the Czech plural form
brambory, which can belong both to the lemma <brambor> and
<brambora>. Typically, such cases are results of the transition of
words from one paradigm to another, and can be found during the
periods of time when forms following both of the paradigms are in use.
The phenomenon is relatively rare in modern Czech, but was wide-
spread for centuries in the past — cf. examples like wvrhl (possible
lemmata <vrci> and <vrhnout>), padl (<péasti> and <padnout>),
mus? (<musit> and <muset>) etc. In such cases, the hyperlemma
includes both of the possible lemmata, reflecting the fact that it is
impossible to connect the form to one lemma only. The common
practice of using in such cases just one of the two lemmata arbitrarily
is irrational and may completely distort our notion about the dynamics
of the transition of words from one paradigm to another.
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The following graph represents an example of what kind of information can be
easily retrieved from a diachronic corpus when hyperlemmata are used in its
lemmatization. Since the advantages of the use of hyperlemmata are most
obvious in very general searches, the example is of a very general nature in-
deed.
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Fig. 1. Relative frequencies of the hyperlemmata buh (‘god’), ¢lovék (‘man’), and
penize (‘money’).

In the graph, DCNC has been used to show how the relative frequencies of the
words buh ‘god’, c¢loveék ‘man’ and penize ‘money’ were changing in Czech texts
during the seven-hundred-year history of the Czech literary language. If normal
lemmata had been used to get the results, one would have to search separately
for all the phonological forms of the words bih, cloveék and penize that have ex-
isted in the past (i.e. bdh, buoh, bih; ludé, ludie, lidé; peniezé, penieze, penize);
with all the forms subsumed under appropriate hyperlemmata, one must only
perform three searches, one for each of the hyperlemmata bih, clovék and
penize. The results have been gained from virtual subcorpora of DCNC; in
which texts had been grouped in one-hundred-year clusters to minimize the in-
fluence of uneven representation of various text types and styles in shorter
periods of time such as decades.

Looking at the graph, one may be tempted to start to analyze and interpret
it in a rather philosophical way. Nevertheless, the example is only intended to
demonstrate the use of hyperlemmata and should be taken as such; it is not
intended to provoke a debate about changing social values and about the
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general validity of the results presented in the graph. In fact, the validity of the
results may be rather limited, since the DCNC — with its current modest size of
over 2 million running words, about one-third of it accessible on the Internet —
can hardly be called representative or sufficient for detailed analyses critically
dependent on changes in the proportions of various text types and domains at
different periods of time. However, even if the present results can hardly
provide a firm basis for far-reaching conclusions about Czech society, and may
even undergo some corrections in the future, the example can well represent the
advantages of the use of hyperlemmata in diachronic corpora.
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Abstract. Automated annotation of the Web documents is a key
challenge of the Semantic Web effort. Web documents are structured
but their structure is understandable mainly for humans, which is the
major problem of the Semantic Web. Many solutions for semi-
automatic annotation exist based on neural networks, structure
analysis or supervised learning techniques. Another possibility is to use
pattern based methods for semantic annotation such as SemTag or
C-PANKOW. Mentioned methods and solutions are applicable mainly
in English and could not work well on highly inflective languages such
as Slovak. We have developed the Ontea tool for semi automatic
semantic annotation based on regular expression patterns, which
together with tools for natural language identification, lemmatization
or stemming of Slovak and specialized indexing mechanism provide
promising results for semantic annotation of Slovak texts. Language
identification is based on Markov processes, which enables to accom-
modate granularity of text modeling according to attributes of input
text. Lemmatization can be done via existing lemmatizer or the simple
lemmatizer based on finding same word suffix. The annotation method
has been evaluated and success rate measured using recall, precision
and Fl-measures is over 70%. We can identify objects such as
geographical locations: cities, villages, rivers; company names; or other
application specific objects. Results can be used for further computer
processing and for partial understanding of text by a machine.

*  This work is supported by projects NAZOU SPVV 1025/2004, RAPORT APVT-
51-024604, SEMCO-WS APVV-0391-06, VEGA 2/7098/27.
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1 Introduction

Adding machine understandable information about documents content is one
of main challenges of emerging semantic oriented systems. An ultimate goal is
to allow machine based reasoning about content of vast quantity of documents
produced by human experts and to allow automatic inference of new know-
ledge. One step towards this goal is to enable automatic and semi-automatic
semantic annotation (ASA) of unstructured texts such as web pages, office
documents that provides the means to transfer useful information from the
documents to the ontology structures.

In this paper, we present combination of a traditional method from
information retrieval domain and an annotation method from semantic web,
which increase the relevance of automatic annotation. Namely, we have
integrated lemmatization, full-text indexing and search mechanism with ASA
based on regular expression matching. Indexes of full-text search engine are
exploited to gather statistical information about words occurrences in the
document collection to estimate the relevance of the ASA outputs.

We present ASA and full-text indexing, including the summarization of the
state-of-the-art and description of our approaches (Sections 2, 3, 4); we con-
tinue by depicting the integration of the methods and present the experimental
results. We conclude the paper with the summary and future work description.

2 Semantic annotation

Automated annotation of the Web documents is a key challenge of the
Semantic Web effort. Web documents are structured but their structure is
understandable only for humans, which is the major problem of the Semantic
Web. Annotation solutions can be divided into manual and semi-automatic
methods. This different strategy depends on a use of the annotation. There is
number of annotation tools and approaches such as CREAM [15] or Magpie
[16] which follow the idea to provide users with useful visual tools for manual
annotation, web page navigation, reading semantic tags and browsing [18] or
provide infrastructure and protocols for manual stamping documents with
semantic tags such as Annotea', Rubby” or RDF annotation”.

Semi-automatic solutions focus on creating semantic metadata for further
computer processing, using semantic data in knowledge management [19] or in
information extraction application. Semi-automatic approaches are based on
natural language processing [11] [12], a document structure analysis [13] or

1 http://www.w3.0rg/2001/Annotea/
2 http://wuw.w3.org/TR/ruby/
3 http://ilrt.org/discovery/2001/04/annotations/
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learning requiring training sets or supervision [14]. Moreover, other pattern-
based semi-automatic solutions such as PANKOW and C-PANKOW [10]
exist, using also Google API for automatic annotation. Other methods use a
variety of pattern matching mechanisms. Another relevant automatic semantic
annotation solution and the only one which runs on distributed architecture is
SemTag [20]. SemTag uses Seeker [20] information retrieval platform to
support annotation tasks. SemTag annotates web pages using Stanford TAP
ontology [21].

2.1 Ontea

One of pattern based solutions is also Ontea [19] developed in the NAZOU
project. Ontea works on text, in particular domain described by domain onto-
logy and wuses regular expression patterns for semi-automatic semantic
annotation. Ontea detects or creates ontology elements/individuals within the
existing application/domain ontology model according to defined patterns.
Ontea tool analyzes text using a regular expression patterns and detects
equivalent semantic elements according to the defined domain ontology.
Several cross application patterns are defined but in order to achieve good
results, new patterns need to be defined for each application. In addition,
Ontea creates a new ontology individual of a defined class and assigns detected
ontology elements/individuals as properties of the defined ontology class.

3 Document indexing and search

Information retrieval is a process of identifying the text resources of interest
from a large collection of documents that would satisfy the user needs. Full
text search is a wildly used concept in today information systems for informa-
tion retrieval. Full-text search engines usually operate over the index structure
which keeps information about documents content. Indexes of the documents
content are exploited because of the time efficiency of retrieving information
from those structures.

3.1 Related work

Documents content indexing is a well established method for information
retrieval which crossed the border of academic research and become a part of
every day life. Full text search engines are used to find documents stored at
users workstations (desktop search engines) as well as to locate resources in
intranet and Internet. Main technological challenges addressed by document
indexing and search solutions are: index Data Structures, performance
(Maintenance, Lookup speed), transformation of words to their base form —
usually done by stemming or lemmatization (this topic is discussed in detail in
section 3.3 and 3.4 for Slovak), provide rich query mechanism (phrase queries,
wildcard queries, proximity queries, range queries), stop words filtering, search
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results ranking. A lot of document indexing solutions are available both under
commercial and open source licenses with different level of features
implementation. We mention several popular systems suitable for intranet and
document repository indexing and searching:

Apache Lucene [1] is a search engine designed for high-performance search,
supporting large number of query mechanisms. Another search engine is
OpenFTS [2] (Open Source Full Text Search engine) using relational database
PostgreSQL as backend for storing indexes, provides online indexing of data
and relevance ranking. MnoGoSearch [3] is a search engine designed primary
for indexing HTML content with HTML specific features such as META tags
support, robots exclusion standard support.

3.2 Language identification using Markov processes

Before providing text operations such as lemmatization or stemming, we need
to identify language of the text. This can be done using a variety of methods.
In our annotation solution we have used the NALIT method which uses
Markov processes [23, 24].

The categorization method used in the NALIT tool (Markov Processes
based Categorization) [25] is based on method proposed by Dunning [24]. First
a statistical model for each category is created in a learning phase. Each of
these category models is constructed from pre-selected training text docu-
ments, every document represents a certain category in selected categorization.
In our case categories represents documents in different languages. The NALIT
tool allows to execute proper lematization algorithm as well as to use proper
regular expression paterns which are also language dependent. In our
experiments NALIT identified correct language of document in 100% cases. In
other more general evaluation [25] NALIT was successful in more than 95%.

3.3 Words base forms

One of the driving factors for developing yet another indexing and search
engine was the study of stemming and lemmatization methods for the Slovak
language and subsequent integration of suitable methods with the search
engine. Therefore, we describe in this subsection basic approaches to the
words’ base form acquisition. Different morphological variants of the natural
languages words have in most cases the same or very similar semantic
interpretations and can be considered as equivalent for the purpose of informa-
tion retrieval systems. This means that different morphological forms can be
represented by a single representative term. Queries can then produce more
relevant responses and the dictionary size needed for representing a set of
documents decrease. A smaller dictionary size results in a saving of storage
space and processing time. Two main approaches to words’ base form
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acquisition are lemmatization and stemming. Lemmatization uses the
dictionaries produced by human experts to retrieve the base form of a given
word. Wordnet [4, 5] is one of sophisticated dictionaries for the English
language that can be used for lemmatization. Stemming is a method, which
algorithmically derives the stem of a given word; stems produced by stemming
algorithms often do not belong to the given natural language, however they
identify the class of words from natural language. Popular stemming algorithm
for the English language is Porter algorithm [8, 9].

3.4 Lematization of Slovak — Tvaroslovnik

One of the tools for lemmatization of Slovak texts is Tvaroslovnik [22]. Its
algorithm works on finding the same longest word endings in dictionary words.

For evaluation of Tvaroslovnik we have used 8 documents containing Job
offers in Slovak. We ran lemmatization on these documents and results are
summarized in the table below.

words lemmas percentage
67 42 63%
82 50 61%
133 78 59%
114 71 62%
90 55 61%
82 51 62%
79 56 1%
148 97 66%
795 500 63%

Table 1. Tvaroslovnik lemmatization results

Words column represents word count in the documents. Lemmas column
represents found words in other than lemma form, where lemmas were
identified. Over half of content is in other than basic word forms even in
partially formalized documents as job offers. In this article we evaluate the
Ontea algorithm on company and location objects, which names are usually in
basic form in job offer documents. Thus we do not compare algorithm success
rate with and without lemmatization. Nevertheless preliminary results are
promising as demonstrated also by the table above. For example objects
related to education or job type are better identified in case of using
lemmatization. Examples are:

o Text: ,prdca s pokladnou” lemma: ,,pokladna“
o Text: ,stredoskolské s maturitou” lema: ,maturita“

Files used in the experiment as well as log output information can be found
on the web’.

4  http://ikt.ui.sav.sk/archive/Tvaroslovnik/test_tvaroslovnik_ontea.zip
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3.5 RFTS

We have developed a tool for document indexing and document search, named
RFTS (Rich full-text search). The motivation for implementing another search
engine was to have an easily extendable and configurable document indexing
tool to evaluate novel methods for information retrieval, documents statistical
analysis and lemmatization and stemming methods for the Slovak language.
Detailed information about documents content is stored in the index structure,
including the positions of the word in the documents, phrase number within
the document. The words in tool’s dictionary are kept in the basic form;
different stemming algorithms are used for documents in different languages.
The tool exploits relational database to store all the information about
documents and its contents. From engineering point of view, it is worth to
mention that RFTS functionality in conjunction with Corporate Memory [7]
(also developed within the project NAZOU [6]) can be accessed locally (using
JAVA interfaces or command line tools) as well as remotely using RPC calls
or Web Service interface. The remote access and Web Service interface allows
easy integration of the RFTS indexing and search solution in other compon-
ents and allows rapid prototyping of new tools that require full-text search or
some form of statistical analysis of document collection.

4 Integrated annotation method

Ontea’s method of automatic annotation based on regular expressions
matching showed promising results for domain specific texts. However it
suffers from frequent mismatching which creates imprecise instances of
ontological concepts. We propose to overcome this obstacle by evaluating the
relevance of candidate instances by the means of statistical analysis of the
occurrence of the matched words in the document collection. Based on regular
expression, Ontea identifies part of a text related to semantic context and
match the subsequent sequence of characters to create an instance of the
concept. Let us denote the sequence of words related to semantic context by C
and word sequence identified as a candidate instance as I. We evaluate the
relevance of the new instance by computing the ration of the close occurrence
of C and I and occurrence of I

close_occurrence(C',I)

occurrence (I)

RFST indexing tool provides us with enough functionality to retrieve required
statistical values computed from the whole collection of documents stored in
RFTS index structures.
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Let COLL be a collection of the documents d,,d,,...,d,: COLL=d,,d,,...,d,

Let d in COLL, distance N, and w;,w,,...,w; be the words from natural
language.

Function dist(d,distance ,w, w,...,w,), where k<distance , denotes the
number of distinct word sequences of the length distance containing the words
W, W yeer , Wy .

We compute the relevance of candidate instance as:
X dist(d ,wordsdist,CUI)

S dist(d,(1),1)

relevance(C', I ,wordsdist)=

If the resulting relevance value exceeds defined threshold, the candidate word
sequence [ is considered to be a valid instance of the semantic concept related
to sequence C. For the experimental evaluation of the approach, the threshold
was set manually after inspecting the preliminary relevance values of the gen-
erated candidate instances.

The utilization of RFTS brings also an important benefit of treating differ-
ent morphological word forms as a single class of equivalence represented by
the word stem or lemma.

All the documents that are subject to semantic annotation by Ontea must
be part of the document collection indexed by RFTS tool.

4.1 Ontea with Lucene

The Ontea annotation method can be also used with Lucene [1] information
retrieval library. When connected with RFTS indexing, Ontea asks for rele-
vance based on words distance. When connecting with Lucene, Ontea asks for
percentage of occurrence of matched regular expression pattern to detected
element represented by word. Example can be Google, Inc. matched by pattern
for company search: [\\s]+([-A-Za-z0-9][ ]*[A-Za-z0-9]*),[ ]*Inc[\\.\\s]+, where
relevance is computed as Google, Inc. occurrence divided by Google occurrence.
RFTS indexing tool also supports this type of queries, however Lucene can
achieve better performance. So far we did not compare those two methods of
finding relevance of new created individual, but both are implemented.

5 Evaluation

In this chapter we discuss the algorithm evaluation and success rate.

To evaluate the performance of annotation, we used the standard recall,
precision and F1 measures. Recall is defined as the ratio of correct positive
predictions made by the system and the total number of positive examples.
Precision is defined as the ratio of correct positive predictions made by the
system and the total number of positive predictions made by the system:
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Match _ Relevant retrieved

Count =~ All relevant
Match _ Relevant retrieved

Ontea =  All retrieved

Recall=

Preciston=

Recall and precision measures reflect the different aspects of annotation
performance. Usually, if one of the two measures is increasing, the other will
decrease. These measures were first used to measure IR (Information retrieval)
system by Cleverdon [11]. To obtain a better measure to describe performance,
we use the F1 measure (first introduced by van Rijsbergen [12]) which
combines precision and recall measures, with equal importance, into a single
parameter for optimization. F1 measure is weighted average of the precision
and recall measures and is defined as follows:

ja 2% Precision * Recall
'™ Precision+ Recall

5.1 Test set of documents

As reference test data, we used 500 job offers downloaded from web using
wrapper which prepared us some structured data. This was converted to a
defined ontology and manually checked and edited according to 500 html docu-
ments representing reference job offers. Ontea processed reference html
documents using the reference ontology resulting in new ontology metadata
consisting of 500 job offers, which were automatically compared with reference
manually checked job offers ontology metadata.

5.2 Target ontological concepts for identification

In this test, Ontea used simple regular expressions matching from 1 to 4 words
starting with a capital letter. This experiment is referred to as “Ontea” in next
chapter. In the second case we used domain specific regular expressions which
identified locations and company names in text of job offers and Ontea was
also creating individuals in knowledge base, while in the first case Ontea did
not create extra new property individuals and only searched for relevant
individuals in knowledge base. This second case is referred to as “Ontea
creation”. The third case used previously described RTFS indexing tool to find
out if it is feasible to create new individual using word occurrence functionality
of RTFS this case is referred as “Ontea creation, REFTS”
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So we did our experiments in 3 cases:

e Ontea: searching relevant concepts in knowledge base (KB) according
to generic patterns

e Ontea creation: creating new individuals of concrete application spe-
cific objects found in text

e Ontea creation, RTFS: Similar as previous with the feedback of RTFS
to get relevance computed above word occurrence. Individuals were
created only when relevance was above defined threshold which was
set up to 10%

We have used following regular expressions:

e Generic expression matching one or more words in text. This was used
only to search concepts in KB.
(A-Z][-A-Za-20-9]+[\\s]+ [-a-zA-Z]+)

o Identifying geographical location in text and if not found in KB indi-
vidual was created
Location:[\\s]*([A-Z][-a-zA-Z]+[ ]*[A-Za-z0-9]*) used for English
[0-91{3}[ 1*[0-9{ 2} 1+-([A-ZI[\\s A\ [ I*[70-9\\s \\J*)[ 1*[0-9\\n, ]+
used for Slovak text where settlement name is usually next to ZIP code

o Identifying company in the text, this was used also with other abbrevi-
ations such as Ltd or a.s., s.r.o. for the Slovak language

\\s]-+([-A-Za-20-9][ ]¥[A-Za-20-9]*),[ ]*Inc[\\.\\s]+ for English
(\N\s]+HA-Z]\Ns AL PO\ ANTF AN AT TFs\-rAN.o\\L[\\s]+

used for Slovak texts

5.3 Experimental results

Experimental results using precession, recall and Fl-measures are in Table 1.
In the table we compare our results with other semantic annotation approaches
and we also list some advantages and disadvantages. The column “relevance”
corresponds to Fl-measures in case of Ontea, in case of other methods, it can
corespondto other evaluation techniques. For example for C-PANKOW,
relevance is referred to as recall.

The experimental results are summarized in Table 1. Rows relevant to our
annotation approach are in grey color, showing success rate of three evaluation
cases mentioned in the previous chapter. The row “Ontea creation, RTFS”
case is the most important concerning evaluation where we combined indexing
and annotation techniques. By using this combination we were able to
eliminate some not correctly annotated results. For example by using
[Cclompany[:\\s]*([A-Z][-A-Za-z0-9][ |*[A-Za-z0-9]* regular expression in the
second case we have created and identified companies such as This position or
International company which were identified as not relevant in the third case
with RTFS.
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Similarly Ontea creation identified also companies like Microsoft or Oracle
which is correct and in combination with RTFS this was eliminated. Because
of this issue, recall is decreasing while precession is increasing. Here it seems
that RTFS case is not successful but the opposite is true because in many
texts Microsoft is identified as products e.g. Microsoft Office so if we take more
text to annotate it is better to not annotate Microsoft as company and
decrease recall. If we annotate Microsoft as company in other texts, used in
context of Microsoft Office we would decrease precision of annotation.

So it is very powerful to use presented annotation technique in combination

with indexing in applications where precision needs to be high.

Method Rel. Prec. Recall Disadvantages Advantages
% % %

Ontea regular expresions, 71 64 83 high recall, lower high success
search in knowledge precision rate, generic
base (KB) solution,

solves the
duplicity
problem, fast
algorithm

SemTag disambiguity check, high high works only for TAP  fast and generic
search in KB KB and English solution

Ontea regular expressions 83 920 76 application supports

creation (RE), creation of specific patterns Slovak
individuals in KB are needed

Ontea RE, creation of in- 73 94 69 low recall disambiguities

creation dividuals in KB + are found and

RFTS, TS RFTS not annotated

Wrapper document structure high high zero success with high success

unknown structure with known
structure

PANKOW pattern matching 59 low success rate generic solution

C-PANKOW POS tagging, and 74 74 suitable only for generic solution
pattern matching English, slow
Qtag library algorithm

Hahn et al. semantic and syntactic 76 works only for
analysis English, not Slovak

Evans clustering 41 low success rate

Human manual annotation high high high problem with high recall and

creation of indi-
viduals duplicities,
inaccuracy

precision

Table 2. Annotation experimental results
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6 Conclusion

By integrating information retrieval system based on lemmatization
(Tvaroslovnik), full-text indexing and search (RFTS) and the semantic
annotation tool (Ontea), we were able to improve the results of the automatic
semantic annotation process for domain specific documents — increasing the
precision of newly created instances at least by 4%. However, the recall of
identified instances decreased. This is an advantageous trade-off as the ontolo-
gical data precision is the primary goal of our work on automatic annotation.

We have also identified, but not proved yet, that using a large collection of
experimental texts or documents “Ontea creation” (without RTFS indexing)
precission will decrease and in combination with RTFS precision will still stay
over 90%, which is very high for semi-automatic annotation solution.

Ontea algorithm disadvantage is a requirement to set up domain specific
patterns. While annotation methods as C-PANKOW are more generic, Ontea
is a simpler, faster solution with a better success rate, suitable for knowledge
management, information extraction or knowledge acquisition applications,
where large number of documents needs to be annotated. SemTag on the other
hand is faster than Ontea but is not able to create new ontology metadata,
only identify their existence in the knowledge base.

Main advantages of described method are: supporting the Slovak language, fast
algorithm comparing to other methods, instance duplicity identification and
very high precision.

7 Future work

The presented work is an intermediate result on our research on automatic and
semi-automatic semantic annotation. Subsequent effort will be focused on
studying and tuning instance relevance computation from the document
collection. We plan to study the effect of increasing the distance parameter
(distance larger than cardinality of C and I sequences), relevance computation
based on C and I membership in a phrase in documents (instead of word dis-
tance concept), document preprocessing methods that would pre-format the
selected terms in order to increase regular expressions matching precision. We
will study the effects of extending the document collection (that form the basis
for our statistical analysis) by text, which do not belong to the specific domain
and we will examine the results obtained from document from different
domains. We will also analyze the effects of document collection size on the
instance relevance identification.

We would also like to evaluate Ontea with use of Lucene and evaluate
better Ontea method on Slovak texts.
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Abstract. The author of this paper aims to present current situation
and problems of terminology monitoring and administration in Slovakia
that lacks appropriate terminology discussion and terminography
activities. In order to raise the awareness of the terminological issues, a
centralised national term base was created intending to draw on the
subcorpora of respective fields. The subcorpora not having been com-
pleted so far, terminology entries are to be filled in with available
internet data. The author draws special attention to the key information
of the terminology entry — definition, which, however, is not always to
be found on the internet. Therefore, the team opted for the so-called
defining context as a temporary substitute. The structure and content of
both definition and defining context is to be analysed, which may serve
for further semi-automatic retrieval in the specialised corpora.

Slovak language has seen spontaneous and uncontrolled accumulation of terms
for more than 17 years due to the political, economic and social transformation
of Slovakia after 1989, which resulted in coinage of excessive and often
unnecessary terminological variants of both domestic and foreign provenience.

In spite of a rich history of terminological activities, Slovak society has been
facing a double vaccum in its post-war history — on one hand in terms of
analysis and development of foreign and domestic terminological theories,
technologies and methodologies and on the other studies comparing foreign and
Slovak terminological systems. Moreover, the new political and economic situ-
ation has caused a massive braindrain in the academic and scientific sphere,
thus Slovakia lacks available full-time and skilled terminologists not to mention
sufficient linguistic curricula and existent terminological education.

Although terminological activity in Slovakia has suffered the greatest fallout
in the last 50 years, it was not suppressed completely. Quality bilingual or
unilingual specialised dictionaries have been sporadically published, quality
theses elaborated and articles on the theory of terminology written and
published especially in the revue Kultira slova but have only seen modest
feedback.
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Some institutions, aware of the urgent need, started with scarce but key
terminological activities, i.e. setting up of terminology databases — e.g. the
National Bank of Slovakia and the Slovak Institute of Technical Normalisation.
However, those are only domain limited databases with specific, very narrowly
defined aims — the former is an in-house tool for employees of the bank while
the latter is used by the creators and translators of technical norms. As a mater
of fact, these banks do not provide any access for lay public.

At the same time, there has been an external demand for consistent and
unified Slovak terminologies for the purpose of drafting and translating
European legislation into Slovak as they have been revealed to be unsatis-
factory.

1 Place of a corpus in the context of terminological

activities

It is common knowledge that effective specialised communication requires
unambiguous terminology. The contemporary Slovak state of affairs does not
contribute to coherent and intelligible science neither for specialists, producers
and lawmakers nor for teachers, translators and interpreters. Therefore
terminology monitoring, coordination, analysis of the special vocabularies and
unification of pertinent results in the form of glossaries, dictionaries, termino-
logical standards or terminology databases, which present-day Slovakia lacks, is
considered by the L. Stir Institute of Linguistics of the Slovak Academy of
Sciences to be a priority.

Centralisation of various terminologies under one administration, continuous
modification and wupdating of term records and narrow collaboration of
terminological boards, translators and specialists is nowadays regarded to be
the only way of terminological harmonisation, and consequently standard-
isation. Contemporary terminological tendencies stress the model of the text
and corpus approach as a sine qua non prerequisite of every terminological
project. The process of systematic gathering of terms is based exclusively on
representative corpora, supervised and validated by specialists and termino-
logists. As Sager (1990:131) puts it, information extracted from a text
represents a reliable indicator of changes and ensures the only plausible data
for building and revising terminological records.

It is therefore only natural that a terminology database project be started
by the Corpus Department of the Institute for it had all the resources and tools
at its disposal — textual base of the Slovak National Corpus itself and software
ones for automatic annotation of Slovak texts.
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2 Project of the Slovak National Terminology Database

The SNC project aims to set up a terminological database provided with
both conceptual and linguistic information, inspired by foreign examples,
mostly Canadians but, of course, adapted to Slovak needs and present-day
possibilities of the L. Sttr Institute of Linguistics. The team expects to
cooperate and exchange the data with leading European database IATE which
is why the EUROVOC 4.2 Thesaurus was chosen as the classification system.

The starting point of the Slovak Terminology Database Project dates back
to the autumn of 2005 when the SNC team 2005 launched the analysis of
existing terminology databases, subsequently proceeding to the design of the
term record layout based partly on translation and interpreting needs survey.
The team chose and adapted the appropriate software for the database along
the way. The SNC policy of text acquisition also had to be modified and the
focus was shifted towards economic and legal texts for the purpose of creating
specialised subcorpora and further automatic extraction of terms and possibly
definitions as well as other terminological data from specialised corpora.

Project methodology, as we already mentioned, has drawn inspiration from
the textual terminology approach to the terminology extraction of lexical units
— potential terminological units from running specialised texts and identifica-
tion of the concept they refer to. No less importance is to be attached to the
generation of software tools for automatic extraction of terms and possibly
definitions from specialised subcorpora.

As far as the data categories of the term record are concerned, the team opted
for an 11-item term record containing 7 obligatory fields. In order to satisfy the
needs of professionals, lay public and last but not least the translation and
interpreting public, the team decided to not only make the field of definition
and domain obligatory, but also context, related terms and sources of definition
and context. The remaining 4 optional fields feature synonym, foreign
language equivalent, comment and links to reliable web pages.
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994:1170 - betdn - Slovenska terminologicka databaza - Opera

File Edit View Bookmarks Widgets Tools Help

194> P& {ﬁl,l: hitps /idata juls savba siystdibeton?action=show ? jiﬁ“ﬂ 150% ;I sl&@-al-
el G \|Hl‘adat': V nézvoch stranok | Text \|

Slovenska terminologicka databaza

betén »

| Hlavna stranka || Novy zaznam H Posledné zmeny || Diskusia H O databaze H beton |

Editovat Info Odoberat Pridaf odkaz Prilohy ||Viac akaii- =l

ferm betén

synonym cementovy betdn

field stavebné materialy
stavivo zo zmesi cementu, hrubého a drobného kameniva a vody, ktoré

definition vznikne zatvrdnutim cementovej kase (cementu a vody); okrem tychto
zlozZiek mdze obsahovat' aj prisady a primesi.

biblio STN P ENV 206

Najvyhodnejsie je urobit’ hutny, malo priepustny beton prostriedkami
context primame;j ochrany (nizky vodny stéinitel, dokladné zhutnenie, predizené
osetrovanie a pod.).

context
source

@ http://iwww.asb.sk 01/2003
acceptability  normalizovany STN 73 1200
related terms  kamenivo, cement, voda
translation en:concrete, fr:béton, zh:{Bi +, ru:6eToH, uk:6eToH
comment

URL @ http://sk.wikipedia.org/wiki/Beton

Kategdria:Stavebnictvo

betén (naposledy editoval TestTest diia 2007-10-04 14:43:15)

Editoval Info Odoberat Pridal odkaz Prilohy |Viac akcii: =|

Fig. 1. Example of a term entry.
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3 Changes in the project strategy

However, the project did not receive funding from the state run Slovak
Research and Development Agency. The team had to take a different path and
began to work within a reduced scale, i.e. instead of creating new records by
filling in obligatory fields (1, 3, 4, 5, and 6), the emphasis was shifted on re-
using and adapting existing quality terminology resources published in Kultira
slova in particular, as the team received a copyright license for their non-
commercial use as well as some of those that had been elaborated by our close
collaborators.

For the time being, the database offers almost 3000 terminological records
covered by 8 domains (Astronomy, Security and Law, Migration Policy, Con-
struction, Corpus Linguistics, Phraseology, Phonetics and Phonology,
Bilingualism, Civil Security, Historical Linguistics, Fire Protection) with more
or less completed terminology fields — term and usually definition, source, less
often synonym, sometimes related terms, and comment.

In order to meet one common form of term record we had to proceed to the
harmonisation of different editorial practices. This alternative thus brought
about different issues to discuss and deal with.

On the formal level, the most frequent flaws include term records written in
incorrect Slovak, excessive punctuation within the definition and formal treat-
ment of polysemous terms.

As far as the content of the term record is concerned, problem issues cover
harmonisation of EUROVOC descriptors with the classification of the original
terminological ones, which are usually fine-grained; evaluation of relevancy of
terms belonging to the terminology of a specific author or school; identification
and distinction of different types of related terms; ascribing the status of terms;
limitation of inconsistency of terms records as such; treatment of nomenclatures
and accompanying data etc.

In spite of all rules and efforts, definition-related discrepancies include
incompleteness, inconsistency, amateurishness and subjectivity as well as

distinction and splitting of original entries into definition, context and comment
fields.

4 Definition and context analysis

The second part of the paper will be focused on the key obligatory field of the
proposed term record — definition. Upon a brief introduction dealing with its
typology and function, the attention will be paid to its delimitation and
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structure, which will subsequently help to draw analogy with the so-called
defining context as the nearest substitute of the definition.

4.1 Definition roéle and typology

Definition represents a sort of microsystem consisting of hierarchically ordered
characteristics of a concept and their relations, which enable to describe,
circumscribe and distinguish the concept. However, features included in a
definition reflect the concept structure but can never cover the totality of a
concept (Seppélda 2004: 37), hence the origin of variant definitions of the same
concept.

Terminological practice has recorded numerous typologies of definitions
based on different perspectives — e.g. situation of use, defining mode, formal
composition, content of the definition, role, and editing practice, the choice
being dictated by the target audience, aim of terminographic project and
respective domain.

Terminological theory fosters traditional and most frequent Aristotelian
definition, which begins with the nearest superordinate concept and specific fea-
tures (genus term and differentia or characteristics), i.e. “systematically
identifies a concept with respect to all others in the particular subject field”
Sager (1990:42). This so-called ideal definition with specific editing criteria to
follow is referred to as classic, intensional or comprehensive definition.

Example: Samozhutnitelny beton: beton, ktory je schopny tiect a spevriovat
sa ucinkom wvlastnej hmotnosti, uplne vyplnit debnenie, aj vo wvysoko vystu-
zZemom priereze, za sucasného udrZiavania homogenity a bez potreby hocijakého
dodatocného zhutnenia.

“Samozhutnitelny betén” is defined with the aid of the closest genus, which
is “concrete” as well as the characteristics, which distinguish this specific con-
crete from all other types of “concretes”:

e schopny tiect a spevriovat sa ucinkom vlastnej hmotnosti,

o dUplne vyplnit debnenie, aj vo vysoko vystuZenom priereze, za sucasného
udrziavania homogenity a bez potreby hocijakého dodatocného
zhutnenia.

Comprehensive definition has its counterpoint in the extensional definition
that ISO 740 defines as “an enumeration of all species which are all on the
same level of abstraction®.

Example from the STD: materidlno-technické vybavenie jednotiek poziarnej
ochrany: vybavenie jednotiek poZiarnej ochrany zahrnajice poZiarnu techniku,
vecné prostriedky pozZiarnej ochrany na vijkon odborngch sluZieb a Specia-
lizovangch c¢innosti, hasiace ldatky, ako aj ochranné prostriedky na ucinné
vykondvanie zdsahu a cinnosti na pozZiarnej stanici.

It is a common phenomenon to find so-called mixed definitions that consist
of a comprehensive as well as extensional part.
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4.2 Context role and typology

What is meant by the “context”? Context as such is defined in the ISO 12620
as a “text which illustrates a concept or the use of a designation”, or “a text or
part of a text in which a term occurs”. The two definitions indicate several
functions of the context exploited in terminological works according to which it
is possible to distinguish three types of contexts:

1. language context that can be identified with lexicographic example,
which is a simple occurrence of a term indicating neither conceptual
nor linguistic information.

2. linguistic context is a context that illustrates the linguistic function
of a term in discourse but provides no conceptual information e.g.
typical syntactic structures or collocations.

3. defining context that Canadian term base Termium considers as the
one that sheds light on the distinctive characteristics of the concept.
ISO 12320:1995 informs that it “contains  substantial  information
about a concept but does not possess the formal rigor of a definition”,
i.e. the substantial information can cover essential characteristics of the
concept, its purpose, consequence of the action/event etc. Sue Ellen
Wright offers a slightly extended ISO definition and at the same time a
less restricted one: ,defining context contains definitive information
that may look very much like a definition, but is incomplete or doesn't
have the right form for a definition®.

In conclusion, the comprehensive definition is made up of a genus term and
essential characteristics while the defining context does not have to explicitly
express the superordinate genus term and all the essential characteristics but
must include enough information to identify the concept.

Due to the lack of definitions, not speaking of the quality of existing ones, it is
planned to use the defining context in Sue Ellen Wright's sense, as a provi-
sional terminological data until a proper definition is found or formulated as it
is the closest one to the definition and the most pertinent one for classification
and identification purposes of a term.

5 Definition and context mining: Slovak National Corpus
vs Internet

Maintaining the idea of creating new term records in the near future with only
a limited team of unskilled persons (for the specialists can be contacted only for
the revision/validation process), the team has decided to use ready-made
definitions and defining contexts that may be available in our Slovak National
Corpus (SNC) and Internet.
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Therefore, research focused on types, frequency and quality of definitions
and defining contexts in both sources has been carried out within domain spe-
cific areas. For the purpose pilot research on the prescriptive domain of
construction was selected because, i.e. terms referring to construction materials.
The idea was to identify the linguistic and conceptual structure of the defi-
nition and thus find a repeating structure or pattern of defining elements, i.e.
genus term and differentia and key words expressing them might enable semi-
automated extraction of both terminological types of data.

The analysis is based on the French-written thesis by Selja Seppélda (2004)
titled Conceptual Composition and Formalisation of the Terminograhical
Definition and her two typologies: 13-item typology of genus conceptual classes
and 22-item typology of differentia, which she used for manual annotation of a
corpus made of 500 definitions after their identification and isolation.

5.1 Corpus search

Since a construction subcorpus is not available yet, we started our analysis by
searching the 3 juls-all version of the SNC within the text annotated as TEC
domain, which yielded 801 occurrences of the lemma beton by means of regular
expressions. On the basis of the collocation statistics we could identify the most
frequent complex terms out of more than 40.

As for the typology of sources, the virtual subcorpus consists of specialised
magazines ASB and Materidlové inZinierstvo (25 issues and 2 issues respecti-
vely), a commercial leaflet and a semi-specialised book representing the two
remaining sources. Occurrences of betén from a popular internet magazine
inZIne and the specialised IT magazine PC REVUE had to be classified as
unacceptable and therefore left out from further analysis.

According to the Canadian Handbook of Terminology classification of rele-
vant and reliable terminological sources, specialised and popularised periodicals
are ranked 4th while the brochures and publicity flyers are 5th.

However, manual search of the abovementioned occurrences revealed to be
highly disappointing for it yielded only 3 relevant results: 1 definition and 2
defining contexts deriving from the same source — ASB magazine. We present
their annotated structure and content as follows:

Definition

SSC je [betdn| INANIMATE—ARTIFICIAL [s velkou pohyblivostou a schop-
nostou tiect bez pdsobenia wvonkajsich dynamickych sil] PHYSICAL
PROPERTY, [$ mimoriadnou odolnostou proti rozmiesavaniv a segregdcii
hrubjjch zloZiek cerstvého betonu/ utiuiry. Source: ASB — 2004/07

Defining contexts
Vyroba sa sustreduje do centrdlnych vyrobni betonu, kde sa vyrdba tzv.

transportbetdn, t.j. derstvy betdn INANIMATE—ARTIFICIAL [mdkkej alebo
tekutej konzistencie] PHYSICAL PROPERTY, ktory [sa prevezie auto-
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domiesavacom] INSTRUMENT a ktory [sa na stavbe ukladd do deb-
nenia] vtiLity. Source: ASB  2003/07

Vysokopevnostny betén HSC (High Strength Concrete) [patri do
pomerne neddvno (v roku 1993) vytvorenej skupiny vysokohodnotngch
beténov — HPC] WHOLE (High Performance Concrete), pre ktoré je
charakteristickd [pevnost v tlaku wvyssia meZ 65 MPa] MEASURABLE
PROPERTY Source: ASB 2005/07-08

Comparing the two defining contexts to the definition, the first one introduces
defining elements by means of the explanatory structure t.j. (i.e.), which is
synonymous to the verb be. The other uses a sort of paraphrase of the con-
ceptual class indicating membership of this concrete to a specific group and
differentia are launched with the syntactic structure: je charakteristicky.

5.2 Internet search

The research proceeded by searching definitions and defining contexts of 12
complex terms in their nominative form selected with respect to their highest
absolute frequency in the 3-juls-all SNC within texts annotated as TEC
domain.

Internet sources include again the specialised magazine ASB, two associ-
ation portals (http://www.betonracio.sk and http://www.beton.sk), two
educational pages, European Directive on Self-Compacting Concrete and the
individual professional portal http://www.dalnice.com.

Complex term Frequency in the Google search occurrences
SNC
1. cCerstvy beton 72 153
2. pohladovy betén 31 92
3. podkladovy betén 25 116
4. asfaltovy betén 19 82
5. cementovy betén 11 32
6. predpéaty beton 9 106
7. vysokopevnostny betén 8 20
8. vystuzeny betén 7 40
9. samozhutnujici betén 6 14
10. vodotesny betén 5 51
11. vysokohodnotny betén 5 23
12. samozhutnitelny betén 4 21

Table 1.
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In spite of a relatively high number of occurrences, this research resulted in
identifying only 5 defining contexts and 6 definitions of googled complex terms.
In the case of five complex terms we did not get any relevant result. We
present the annotated conceptual structure of genus terms and differentia as
follows:

Definitions

1. Cerstvy betén — betén INANIMATE—ARTIFICIAL, ktory je [Uplne zamie-
Sany a je este v takom stave, ktory umoznuje jeho zhutnenie zvolenym
sposobom]| conpITION. http://www.beton.sk

2. vyysokopevnostny betén - betdn INANIMATE—ARTIFICIAL, ktory md
[pevnostni triedu v tlaku vicésiu ako C 50/60 (B60)]  MEASURABLE
PROPERTY [pre obycajny a tazky betén] tyee a [LC 50/55 (B55)]
MEASURABLE PROPERTY [pre lahky betén] TvpE. http://ww.beton.sk.

3. samozhutnitelny betdn je inovovany beton INANIMATE—ARTIFICIAL,
ktory [nevyZaduje wvibrovanie pri ukladani a zhutriovani.] coxprrioN
http://w.savt.sk/dokumenty/public/eur-pske-smernice-pre-
samozhutnite-318-ny-bet-n/view.html

4. samozhutnitelny betén - belén INANIMATE—ARTIFICIAL, ktory je
[schopny tiect a spevriovat sa ucinkom vlastnej hmotnosti] PHYSICAL
PROPERTY, [iplne vyplnit debnenie, aj vo vysoko vystuZenom priereze, za
stucasného wudrZiavania homogenity a bez potreby hocijakého doda-
toéného zhutnenia] vriLiry
http://ww.savt.sk/dokumenty/public/eur-pske-smernice-pre-
samozhutnite-318-ny-bet-n/view.html

5. cementovy betén je zmes INANIMATE—ARTIFICIAL wvysoko kvalitnijch
drtengch kameniv, cementu a vody CONTENT.
http://www.dalnice.com/pojmy/slovnicek.htm

6. asfaltovy betén — je to [zmes] INANIMATE—ARTIFICIAL [hutného kame-
niva [s uzavretou zrnitostou zahorica obalend asfaltom] PHYSICAL
PROPERTY/ CONTENT. http://ww.asb.sk

All definitions, being comprehensive ones, rank defined terms among the con-
ceptual classes INANIMATE—ARTIFICIAL expressed by the designation /betdn/
linked with the rest of defining elements by verb junctors be or have, which
confirms Seppéld’s findings (2004:138).

As for the categories of characteristics, the most frequently identified are

MEASURABLE PROPERTY (2x) and CONDITION (2x), UTILITY, TYPE, CONTENT and PHYSICAL
PROPERTY.
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Defining contexts
1. Cerstvy betdén je [v nezaturdnutej forme dopravovany na miesto
spotreby] CONDITION — [stavenisko] PLACE INDICATOR, kde je [pripraveny
pre ulozZenie do debnenia a po zaturdnuti je spravidla hlavnou mosnou
castou stavebnych konstrukcii] vriiry
http://www.savt.sk/r-zne/charakteristika-vyroby-
transportbet-nu.html

2. samozhutnitelny betén mozno charakterizovat ako [extrémne tekuty/
PHYSICAL PROPERTY [betdn] INANIMATE—ARTIFICIAL, ktory [dokdZe dpine
vyplnit priestor debnenia alebo formy a zhutnit sa bez pouZitia vibrdcie
alebo iného spésobu zhutrovanial. vTILITY
http://www.betonracio.sk

3. Hlavnou charakteristickou vlastnostou SCC je [schopnost tedenia
cerstvého beténu bez pdsobenia vonkajsich dynamickjch sil] pHYSICAL
PROPERTY, [odolnost proti rozmieSaniu a segregdcii hrubjch zin kame-
niva a schopnost zhutnenia vlastnou hmotnostou vTILITY.
http://www.asb.sk

4. Predpity betén wvznikd [kombindciou betdénu a predpitej vystuze]
CONTENT http://www.soustavebne.sk/betony/predpaty_beton.htm

5. Vodotesny betén je [betdn] INANIMATE—ARTIFICIAL, ktory [odoldva
tlakovej wvode tak, Ze na jeho wvzdusnej strane nevzniknid wviditelné
priesaky, pripadne vihké Skvrny/ PHYSICAL PROPERTY.

http://fzki.uniag.sk/

Only two out of five defining contexts rank defined terms among conceptual
classes INANIMATE—ARTIFICIAL expressed by the designation /betén/ linked with
the rest of defining elements by verb junctors be, vznikat or by means of clas-
sifying paraphrases mozno charakterizovat, charakteristickou vlastnostou. Lack
of formal rigour is evident in the wording of all texts.

As for the categories of characteristics, we identified most frequently
PHYSICAL PROPERTY (3x) and utiuity (3x), followed by CONDITION, PLACE INDICATOR,
CONTENT.

Conclusion

Due to the insignificant number of found definitions and defining contexts,
their comparison is not of much relevancy, moreover, only in the case of two
complex terms the search revealed both defining contexts and definitions.
However, analysed definitions and contexts show the same conceptual class of
the genus term and three same characteristics (UTILITY, PHYSICAL PROPERTY,
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conpITION). Excerpted definitions seem to be more precise (see number of
MEASURABLE PROPERTY) while defining contexts appear to be more function-
oriented (see utiity). The author is aware that these tendencies must be veri-
fied in a representative and balanced specialised subcorpus in order to ensure
automated research of collocated defined words with their genus and differentia
terms.
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Abstract. This contribution focuses on the representation of syntactic
and semantic valence in a bilingual electronic dictionary, Online SLO-
DE-SLO. To overcome valence representation problems caused by cross-
lingual divergences, FrameNet-style annotation is applied to usage ex-
amples. Results and possible future directions are discussed.

1 Introduction

Many factors must be considered when compiling electronic dictionaries (de
Schryver 2003). This contribution focuses on the representation of syntactic and
semantic valence in a bilingual dictionary, using examples drawn from an exist-
ing online dictionary. The Online SLO-DE-SLO dictionary is presented briefly in
Section 2. Section 3 summarizes the FrameNet-approach to corpus-based seman-
tic annotation. FrameNet-style annotation is applied to Online SLO-DE-SLO
usage examples (Section 4), resolving valence representation problems caused by
cross-lingual divergences (Dorr 1994). Section 5 discusses the results and indi-
cates possible future directions.

2 A Slovenian-German online dictionary

Online SLO-DE-SLO is a Slovenian-German/German-Slovenian online dictio-
nary; an interface in German and Slovenian is accessible via the Web.! Earlier
stages of dictionary development and evaluation have been presented in Lonneker
and Jakopin (2003), Jakopin and Loénneker (2004), and Lonneker and Rozman
(2004). The motivation behind Online SLO-DE-SLO is to create a lexical re-
source useful to both human users and Natural Language Processing. Recent
additions include a full-form morphological generator for Slovenian, and an im-
proved dictionary structure: Translated example phrases and example sentences
have been separated from the main component of the dictionary, which is now
restricted to correspondences between single words and multi-words.

! http://webapp.rrz.uni-hamburg.de/~slowenisch/ [July 30, 2007].
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As of July 2007, the dictionary contains over 8,800 word and multi-word cor-
respondences, as well as 2,150 bilingual usage examples. The dictionary records
on average more than 80,000 requests per month. The subsequent subsections
are devoted to two aspects of Online SLO-DE-SLO central to the focus of the
paper: valence information (2.1) and example sentences (2.2).

2.1 Valence information in online SLO-DE-SLO

Online SLO-DE-SLO provides grammatical information for both languages, such
as part of speech for each single word lemma or aspect information for Slovenian
verbs. Syntactic valence patterns are also given; these apply to words which can
function as syntactic governors (head words of phrases). Generally, syntactic
valence information is available for verbs, but it can also appear with other
parts of speech.

Example (1) contains Online SLO-DE-SLO grammatical information for the
German and Slovenian verbs corresponding to English (to) introduce [z to y].

(1) [Slov.] predstaviti (perf) V [+ DAT.] [+ AKK|]
[Ge.] vorstellen V [+ DAT.] [+ AKK.]

In the example, the first item in each line is the base form of the verb. Infor-
mation on verb aspect is relevant for Slovenian only; (perf) indicates perfective
aspect. This is followed by an abbreviation indicating part of speech; V stands for
verb. Finally, arguments are represented by their grammatical case and delimited
by square brackets. The order of the arguments corresponds to their canonical
order in an unmarked declarative sentence. Only arguments typically following
the verb are represented; the (unrepresented) subject is implicitly assumed to
take nominative case. The verbs in (1) thus take two non-subject arguments,
the first in the dative case (/+ DAT.], corresponding to the indirect object in
English) and the second in the accusative case ([+ AKK.], corresponding to the
English direct object).

Currently, each syntactic valence is a separate dictionary entry, whether or
not it results in different cross-linguistic equivalents. To illustrate, the Slovenien
verb potresti — ‘strew’ has several valence patterns, among them (2) and (3),
which translate differently into German. — The display convention of dependent
prepositional phrases is “preposition plus case”.

(2) [Slov.] potresti (perf) V [+ AKK\] [s/z + INSTR.]
[Ge.] bestreuen V [+ AKK.] [mit + DAT]
‘strew [sth. with sth.]’

(3) [Slov.] potresti (perf) V [+ AKK.] [po + LOK]
[Ge.] streuen V [+ AKK\] [iiber + AKK!]

‘strew [sth. over sth.]’

Dictionary data is stored in a relational database. There is a separate table for
valence information, with a pointer to the relevant lemma and with a number
indicating the order of the dependent phrases. For example, the two valence
patterns of potresti shown in (2) and (3) are represented as in Table 1.
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PhraseType Lemma_ sl Ref PhraseOrder

+ AKK. 2 1
s/z + INSTR. 2 2
+ AKK. 3 1
po + LOK. 3 2

Table 1. Slovenian valence information in dictionary database

2.2 Example sentences in online SLO-DE-SLO

Syntactic valence information as introduced in 2.1 is valuable to advanced learn-
ers with appropriate linguistic knowledge. It is also intended to be useful to
automatic systems which might process the bilingual data. However, the occa-
sional user lacking sufficient background in linguistics would benefit from (ad-
ditional) examples illustrating the usage of the words. For instance, the entry
for the Slovenian verb telefonirati — ‘(to) phone [so.], to call [so.]’ says that its
first non-subject argument takes the dative case. The closest German translation
equivalent is anrufen, which takes an accusative object, as in (4).

(4) [Slov.] telefonirati (perf, impf) V [+ DAT]
[Ge.] anrufen V [+ AKK|]

Example (5) illustrates this difference in context.

(5) a. [Slov.] Ce bom le mogla, ti bom telefonirala.
If will-I only can-PART, you-DAT will-I phone.
b. [Ge.] Wenn ich nur kann, werde ich dich anrufen.

If I onlycan, will T you-ACC call.
‘If at all possible, I will call you.’

For Online SLO-DE-SLO, examples are considered particularly useful when
valence patterns differ across languages. Example (5) illustrates a difference in
grammatical case assigned to a particular argument, but cross-lingual diver-
gences can be more complicated than that. Thematic divergence (Dorr 1994, pp.
607-609) is the repositioning of arguments with respect to a given verb or other
lexical head. It can also be described as the realization of what is the subject
in one language by a different grammatical function (e.g., direct object) in the
other language. For instance, in its simplest valence pattern the Slovenian verb
zebsti takes a zero subject and an accusative object, the object phrase indicating
a living being that feels cold. With the corresponding German verb frieren, this
living being is realized as subject, in the most common valence pattern. The
dictionary represents this fact as in (6).

(6) [Slov.] zebsti (perf) V [+ AKK.]
[Ge.] frieren v
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Such cases present a problem in the current Online SLO-DE-SLO representa-
tion of syntactic valence, because it relies on formal and semantic cross-linguistic
equivalence of the subject. Therefore, for further illustration the dictionary in-
cludes translation equivalent example sentences, as in (7).

(7) a. [Slov.] Zebe me.
Freezes me-ACC.

b. [Ge.] Ich friere.
I freeze.

‘I am cold.’

The correspondence between the Slovenian object and the German subject
of sentences (7a) and (7b) is best captured in semantic terms. For English,
information on syntactic and semantic valence has been collected in the lexical
database of the FrameNet project (Fillmore et al. 2003, Ruppenhofer et al. 2006).
After a brief overview of the main principles of FrameNet in Section 3, their
possible applications in a bilingual dictionary such as Online SLO-DE-SLO will
be shown in Section 4.

3 FrameNet

FrameNet is an on-line lexical resource for English based on frame semantics
(Fillmore 1978; Fillmore et al. 2003). It represents each word sense or “lexi-
cal unit (LU)” as a unique combination of semantico-conceptual and morpho-
syntactic information. Morpho-syntactic information in FrameNet comprises part
of speech, word forms and the order of units within multi-word terms. Semantico-
conceptual information of a lexical unit is provided through membership in a
particular semantic frame, the background for understanding the lexical unit
in context (3.1). FrameNet annotates occurrences of LUs with respect to their
frame-semantic and syntactic behavior in example sentences retrieved from elec-
tronic corpora (3.2). A set of analyses of annotated examples taken together
then shows the valence of a LU (3.3).2

3.1 The semantic frame

A frame is a conceptual structure that describes a particular type of situation,
object, or event along with its participants and props, which are referred to as
frame elements (FEs). Table 2 gives a very condensed overview of a frame and its
elements.? Notably, each frame has a name (caption), a description in free text
(top line of Table 2), and is associated with frame elements (subsequent lines
of the table), which are given a name and a textual definition, usually referring
back to the description of the frame as a whole.

2 FrameNet is a very rich lexical resource and many of its features cannot be explained
in this paper. More information on the FrameNet data model can be found in (Baker
et al. 2003), (Ruppenhofer et al. 2006) and (Lonneker-Rodman 2007).

3 For full definitions of the frames mentioned in this paper, please refer to the
FrameNet website: http://framenet.icsi.berkeley.edu/ [July 29, 2007].
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This frame contains words describing physical experiences
that can affect virtually any part of the body.
The body part affected is almost always mentioned with these words.

Frame Element|Definition

Body_part This FE is the location on the body where the physical experi-
ence takes place [...].

Experiencer The Experiencer is the being who has a physical experience on
some part of his or her body, or internally.

Table 2. FrameNet Frame Perception_body

In spite of its conceptual nature, a frame cannot be defined without knowl-
edge about the lexical units that evoke the frame. For example, in English, the
verbs ache and itch (among others) evoke the Perception_body frame; the verbs
are members of the frame.

3.2 Example sentences in FrameNet

Information provided by FrameNet would be very abstract if it were not sup-
ported by authentic example sentences where frame-evoking lexical units and
frame elements are annotated. Color highlighting of each annotated constituent
facilitates the recognition of its semantic role in the sentence. Frame-evoking
words are displayed in white letters on black background. Highlighting of other
constituents of the sentence makes reference to the colors defined for the re-
spective frame elements of the frame. Examples (8) — (11) are taken from the
FrameNet website and illustrate usages of the verb itch, evoking the Percep-
tion_body frame. Only the Experiencer frame element is realized in (8) with
the noun phrase he; and only the Body_part FE is realized in (9) with the noun
phrase they (i.e. the ears).

(8) Within hours, while and writhed [...]
(9) The ears are thickened, [...]| they and they hurt [...]

Most examples realize both of these frame elements, as in (10) and (11)
below. Usually, syntactic constituents realizing different frame elements do not
overlap. In the particular case of Examples (10) and (11), however, the frame
element Experiencer is incorporated within the Body_part constituent. To rep-
resent this, FrameNet uses second-layer annotation (Fillmore et al. 2003, p. 318;
Ruppenhofer et al. 2006, p. 37), which allows an annotator to single out the
relevant possessor phrase and annotate it twice, once for Body_part (within the
larger phrase) and then for Experiencer.
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(10)  Leith’s right hand started to again.

(11) Is your head now?

Besides the frame-evoking and frame element information provided by the
semantic markup of sentence constituents, syntactic information about these
constituents is given, including phrase type and grammatical function. More
information on syntax in FrameNet can be found in (Fillmore et al. 2003) or
(Ruppenhofer et al. 2006).

3.3 Valence information in FrameNet

In FrameNet, valence information is not stored statically as a feature of a lexical
unit. Instead, it is derived dynamically from the annotation of sentences with
respect to that lexical unit. The information characterizes both the semantic and
syntactic combinatorial profile of the LU. The semantic profile is given in terms
of number and specific combination of frame elements occurring with the LU,
and the syntactic profile provides the phrase types and grammatical functions of
the annotated constituents. Ideally, about 20 sentences are annotated for each
LU, and the annotation summaries quantify each valence pattern in terms of its
frequency within this set of annotations.

For example, a valence pattern table derived from only the four annotations
of Examples (8) to (11) above is given in Table 3. The abbreviation NP stands for
noun phrase and is a phrase type label; Ext stands for the grammatical function
“external argument”, or subject.

Number Annotated Patterns
1 TOTAL Body _part
(1) NP
Ext
2 TOTAL Body_part
(2) NP 2nd layer
Ext -
1 TOTAL
(1) NP
Ext

Table 3. FrameNet-style valence information for itch.v
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As syntactic information is already — at least partly — covered in Online SLO-
DE-SLO, the following discussion will concentrate on the possible contribution of
FrameNet-annotation to the representation of semantic valence and cross-lingual
correspondences thereof.

4 Putting the pieces together

This section discusses how FrameNet annotation could be integrated into the
bilingual dictionary Online SLO-DE-SLO. The focus of the case studies (4.1 to
4.3) is the usefulness of such markup to human users, especially in difficult (i.e.
divergent) cases. A discussion will follow in Section 5.

4.1 General concept

Given that Online SLO-DE-SLO already includes syntactic valence information,
the purpose of the semantic annotation of example sentences is to supplement
that with information on correspondences between frame evoking words and
their frame elements. The idea that frame element assignments can be visualized
by colored highlighting is taken from FrameNet. When applied to translation-
equivalent examples in two languages, the colors identify cross-linguistically cor-
responding portions of the sentence. This can be seen in Table 4illustrating the
usage of Slovenian telefonirati; for glosses and translations, see Example (5)
above. — Annotating bound morphemes such as the inflectional ending -m in the
Slovenian auxiliary bom — ‘I will’ is not standard in FrameNet, but facilitates
the display of cross-lingual equivalences.

Slovenian German
Ce bom le mogla, Wenn ich nur kann,

(AR m | telefonirala BRNGNECY ich JGITGIM anrufen §

Table 4. Example sentence for Slovenian telefonirati, with FrameNet markup

The actual semantics of the color-highlighted annotations is given in an ab-
breviated description of the relevant FrameNet frame, to appear directly above
or below the example(s). Table 5 displays the necessary information from the
Contacting frame, of which Slovenian telefonirati and German anrufen would
be members. Only the first part of the definition and the relevant subset of frame
elements are displayed. The complete frame description could be connected via
a hyperlink to the FrameNet website.

4.2 TIllustrating thematic divergence

In the language pair Slovenian-German, thematic divergence (cf. 2.2 above) often
involves a zero subject in Slovenian, or the expletive (semantically empty) sub-
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A Communicator |...] directs a Communication to an Addressee |...]

Frame Element|Definition
Addressee The person that receives the message from the Communicator.

The person who uses language in the written or spoken modality
to convey a message to another person.

Table 5. FrameNet Frame Contacting

ject es ‘it’ in German. Some of the verbs with which this phenomenon occurs
belong to the Perception_body frame, a short description of which has been
discussed in 3.1 above. By making reference to the frame, Example (7) discussed
in 2.2, can be annotated in a straight-forward fashion, as in Table 6.

Slovenian |German

| Zebe Jme i Tch ] fricre |

Table 6. Example sentence for Slovenian zebsti, with FrameNet markup

The Slovenian verb srbeti and its German counterpart jucken — ‘(to) itch’
also evoke the Perception_body frame. Because of thematic divergences, three
different valence patterns of German jucken have been defined as equivalents of
one single syntactic valence in Slovenian, shown in (12).

(12) a. [Slov.] srbeti V [+ AKK.]
b. [Ge.] jucken V

[Ge.] jucken V [+ AKK]

[Ge.] jucken V [+ AKK.] [an + DAT]

Given the Perception_body frame, semantic valence patterns explain the
cross-linguistic differences. Slovenian realizes the Body_part FE as subject of
srbeti, and Experiencer as direct (accusative) object, as in (13a). In German, in-
formation about the Experiencer can be incorporated as a possessive determiner
in the constituent expressing Body_Part (13b), precluding any other syntactic
argument besides the subject. Experiencer information can also be expressed
by a noun phrase in the accusative, similarly to Slovenian. In this case, the
Body_part FE might be realized by a prepositional phrase rather than as sub-
ject, as in (14b).%

4 Both example sentences come from the German DWDS corpus (http://www.dwds.de
[24 July, 2007]) and have been translated into Slovenian by the author.
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(13)

(14)

Table 7 shows how the semantic correspondences in these thematically di-
vergent sentences can be made explicit by frame semantic annotation, by using

Birte Lonneker-Rodman

a. [Slov.] Koza  na glavi ga je srbela.
The-skin on head him-ACC has itched.

b. [Ge.] Seine Kopthaut juckte.
His scalp itched.

‘His scalp was itching.’

a. [Slov] Ko ga je srbela noga, ga je praskal

When him-ACC has itched the-leg, him has scratched one

izmed gospodov.
of the-sirs.

b. [Ge] Als  es ihn am Bein juckte, kratzte ihn einer
When it him-ACC at-the leg itched, scratched him one
der  Herren.
of-the sirs.

‘When his leg was itching, one of the sirs scratched him.’

second-layer annotation (cf. 3.2 above) in German.

4.3

Slovenian German
Koza na glavi E je . Seine Kopfhaut .
Ko @ je noga , Als es plilill am Bein ,

ga je praskal eden izmed gospodov.|kratzte ihn einer der Herren.

Table 7. Example sentences for German jucken, with FrameNet markup

Illustrating categorial divergence

In a bilingual dictionary, the canonical word equivalence is usually between lex-
ical items of the same part of speech, as in (15) and (16). However, due to what
Dorr (1994, pp. 615-616) calls categorial divergence, semantic correspondence
might sometimes be established between words of cross-linguistically different
parts of speech.

(15)

(16)

[Slov.] dolgéas N (m)
[Ge.] Langeweile N (f)
‘boredom’

[Slov.] dolgocasen ADJ
[Ge.] langweilig ADJ

‘boring’
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FrameNet frames can host lexical units of different part of speech (e.g., both
verbs and nouns). FrameNet-style annotation is thus suitable for illustrating
categorial divergence because the translation equivalent sentences in which this
phenomenon appears still evoke the same frame (also Padé 2007, p. 42). In a
bilingual dictionary, frame semantic markup can illustrate cross-linguistic cor-
respondences between frame-evoking words of any part of speech and between
their frame elements, as illustrated in Table 8. It shows that specific transla-
tions of the German adjective langweilig into Slovenian do not always reflect the
canonical equivalence given in the word table; instead of a form of the corre-
sponding adjective (first line), a noun can appear in Slovenian. — Annotation
refers to the Subject_stimulus frame, a summary of which is given in Table 9.

Slovenian German

.|Bilo je obupno Eam

Mir BS# langweilig § Dolgcas | mi B8

Das wiére IME' To bi bil EE@'

Table 8. Example sentences for German langweilig, with FrameNet markup

Es war furchtbar [JESfauoIbE

In this frame either a Stimulus brings about a particular emotion or experience in
the Experiencer or saliently fails to bring about a particular experience. |...]

Frame Element|Definition

Stimulus The Stimulus is the object or event which brings about the emo-
tion in the Experiencer.

The Experiencer experiences the emotion brought about by the
Stimulus.

Table 9. FrameNet Frame Subject_stimulus

5 Discussion and outlook

The case studies presented in Section 4 show that FrameNet-style markup of
example sentences provides a semantic complement to the syntactic valence pat-
terns already incorporated in Online SLO-DE-SLO. Many cross-linguistic diver-
gences which are difficult to capture at the syntactic level alone can be adequately
described by frame semantic annotation. Still, the incorporation of semantic an-
notation into the dictionary database remains a long-term goal rather than an
immediate project. Some of the issues that first must be resolved are related to
dictionary structure (5.1), others to the availability of resources (5.2).
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5.1 Dictionary structure

If Online SLO-DE-SLO is to be enhanced with semantic annotations of examples,
the question of storing annotation information must be addressed. A possible
approach would be to integrate the annotation of example sentences into the
example table; for instance, by augmenting the text with in-line XML markup.
For several reasons, however, annotations should be represented separately and
linked to the examples. First of all, it should be possible to turn off the display
of semantic annotation. Second, each annotation is done with respect to one
particular frame evoking word within the sentence. Now, the same sentence might
be displayed as an illustration not only of this particular word, but also of all the
other words it contains, when the user actually queries the dictionary. Automatic
display of semantic markup targeting a word that does not correspond to the
user query might be confusing. While a sentence may contain several frame-
evoking words in respect to which annotation would be provided, the user will
be interested in at most one of them at a time. This makes it necessary to index
each annotation by the target word, which can then be accessed and evaluated
by the display function, to ensure that only relevant annotations are shown.
Finally, each annotation must be provided with a reference to the evoked
frame, and minimal information about this frame should be held in the dictionary
database. This includes short frame definitions, information about the colors for
presenting the markup, and the URL of the original FrameNet definition.

5.2 Multilingual FrameNets

To ensure internal consistency and consistency with existing FrameNet resources,
the example annotations should ideally make reference to previously established
monolingual FrameNets in German and Slovenian. In the case studies presented,
the appropriate FrameNet frame for each illustrated word had first to be found
before a sentence could be annotated. However, proceeding example by example
does not make sure that a frame is interpreted consistently by an annotator,
and does not facilitate verifying whether the frame is actually suitable for the
language in all respects.

In fact, a frame might need language specific modifications even if some indi-
vidual sentences seem to fit it (see e.g. Burchardt et al. 2006, Lonneker-Rodman
2007). The overall picture of the semantics of a given frame and its lexical units
can only be achieved by investigating a large monolingual corpus, following the
empirical approach adopted by FrameNet. For German, a substantial step in this
direction has been made by the SALSA project (Burchardt et al. 2006). Their
data, once released, should be regarded as a reference when adding semantic
annotations to Online SLO-DE-SLO. For Slovenian, no such resource has been
developed yet and it is unlikely that one will be available in the near future.
Annotation within Online SLO-DE-SLO is a very first step. Still, its main merit
will consist in pointing out methodological problems and possible solutions for
this language as well as bilingual issues, rather than in substantial coverage.
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The case studies have been presented against the background assumption
that a FrameNet frame providing semantics for the selected sentences exists.
This is not always the case. FrameNet itself does not yet cover the entire vocab-
ulary of English. At the time of writing, it was impossible to find a frame for
the Introducing situation corresponding to Example (1). Incomplete coverage of
English FrameNet and possible work-arounds for FrameNet-style annotation in
other languages have been pointed out previously by Burchardt et al. (2006, p.
971).

Finally, in spite of the high level of universality of FrameNet frames, not all
frames based on English data are suitable for other languages. To illustrate, it
is not clear whether the Perception_body frame is actually suitable for Slov.
zebsti and Ge. frieren — ‘(to) be cold’ (see 4.2 above). The frame definition says
that the body part affected is almost always mentioned with the words in the
frame, which is not the case for the Slovenian and German verbs.
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Abstract. The paper deals with development and application of auto-
matic word clustering (AWC) tool aimed at processing Russian texts of
various types, which should satisfy the requirements of flexibility and
compatibility with other linguistic resources. The construction of AWC
tool requires computer implementation of latent semantic analysis
(LSA) combined with clustering algorithms. To meet the need, Python-
based software has been developed. Major procedures performed by
AWC tool are segmentation of input texts and context analysis, co-
occurence matrix construction, agglomerative and K-means clustering.
Special attention is drawn to experimental results on clustering words in
raw texts with changing parameters.

1 Introduction

Recent advances in development of linguistic research tools encourage solution
of the problems dealing with semantic data extraction from text corpora. One
of the most relevant issues is automatic word clustering (AWC) — a procedure
which provides data on hierarchical structure of the lexicon which are indis-
pensable in construction of NLP-oriented lexicographic modules (dictionaries,
thesauri and ontologies), word sense disambiguation, automatic text indexing,
document clustering, information retrieval, etc. AWC procedures are widely
used in various NLP systems, e.g.: COALS', InfoMap’, Google Sets’, DSM",
SenseClusters’, etc. However, some few AWC modules aimed at Russian cor-
pora processing have been developed for research purposes (e.g.: [1], [2], [3],
etc.) and very few are available on the Web (e.g.: SemClass’); thereby, the
necessity of constructing such devices seems quite evident.

http://dlt4.mit.edu/~dr/COALS/
http://infomap.stanford.edu/
http://labs.google.com/sets
http://clg.wlv.ac.uk/demos/similarity/
http://senseclusters.sourceforge.net/

o O W N

http://corpus.leeds.ac.uk/semclass/
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The aim of the discussed project is elaboration and application of AWC tool for
Russian. It is claimed that the proposed tool should allow processing texts of
various types and size (raw and morphologically tagged texts, monolingual and
multilingual parallel texts, texts of various genres, small and large corpora,
etc.), it should be flexible and compatible with other linguistic resources.

The project is implemented in stages: first, the environment for processing
raw texts is constructed; second, functions which enable operating on morpho-
logically tagged texts are introduced. The paper presents results of AWC tool
development achieved so far with regard to computer implementation, as well
as experimental data on AWC procedures performed on raw monolingual and
multilingual parallel texts.

2 AWC techniques

It is implied that AWC may be successfully performed on the basis of co-
occurrence data obtained from corpora. Thus, AWC procedure requires
realization of latent semantic analysis (LSA) (e.g.: [4], [5], [6]) and clustering
algorithms (e.g.: [7], [8], [9])-

From a linguistic point of view, LSA is based on the possibility of detecting
semantic similarity of words by comparing their syntagmatic properties (co-
occurrence or distribution analysis). From a technical standpoint, LSA involves
construction of vector-space models for processed texts; it means that the sets
of contexts for each word are represented as distribution vectors in N-
dimensional space. Varieties of LSA which take into account probable
complexity of a corpus are discussed in [10], [11], etc.

It is possible to evaluate semantic similarity of words by measuring dis-
tances between their distribution representations. Such representations may be
defined in terms of word distributions in contexts for raw texts or with respect
to POS characteristics of context elements, i.e. in terms of POS tag distri-
butions for tagged texts. Numerous metrics are used for the given purpose, e.g.
Euclidean measure, Hamming measure, Chebyshev measure, cosine measure,
etc. (cf. list of measures implemented in DSM). The selection of metrics often
depends on qualitative parameters of processed texts. In our case, Euclidean
measure was chosen as a basic metric. Results of measuring semantic distances
are applied in clustering: words having similar distribution representations as a
rule reveal similarity of meaning and should be included into the same cluster.

General approaches to clustering are exposed in hierarchical (agglomerative,
divisive), partitioning (K-means, K-medoid, etc.), hybrid algorithms. Certain
linguistic tasks require application of special clustering techniques, e.g. CBC
[12], MajorClust [13]. The choice of a particular algorithm is determined by
experimental conditions (corpora size, required speed of clustering, constraints
for the number of resulting clusters, etc.). At the first stage of the project pre-
ference was given to basic clustering algorithms (agglomerative and K-means).
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Data extracted from texts through AWC procedure admit cogent linguistic
interpretation.

3 Computer implementation of AWC

Python-based AWC software developed and adjusted within the project frame-
work maintains a set of conjoined modules performing text preprocessing,
agglomerative clustering, K-means clustering.

Such parameters as names of input files (processed texts and sets of words
subjected to clustering), context window size [%s|, weight assignment for
context items (yes/no), distance metric, clustering technique, ultimate number
of clusters (C), etc. are determined by users.

The first module provides text preprocessing. Context segmentation is carried
out in accordance with a particular context window size. Automatic weight
assignment may be done for lexical items taking into account their positions in
contexts. The given module is responsible for such operations as forming distri-
bution representations of words, measuring semantic distances, building co-
occurrence matrix. The second and the third modules support agglomerative
and K-means clustering respectively. An output file contains co-occurrence data
and clustering results.

4 Experimental results on AWC with various parameters

In order to determine research potential of AWC tool and to evaluate its
effectiveness, a series of experiments on clustering words in raw texts was
fulfilled, namely:
o automatic clustering of Russian most frequent and polysemous verbs in
the experimental corpus of verbal contexts;

o automatic clustering of descriptors in scientific texts included into the
corpus on Corpus Linguistics;

o automatic clustering of words in parallel texts: the original English text
of the fairy story “Animal Farm” by G. Orwell and its translation into
Russian.

4.1 Automatic clustering of verbs in experimental corpus

AWC proves to be quite productive with respect to distinguishing verbs of
different semantic classes. Data on contextual neighbours of verbs and on
verbal valency frames extracted from corpora play a crucial role in multilevel
text analysis, therefore AWC tool was employed in trial processing of the
experimental corpus of verbal contexts. The given corpus containing over
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100 000 tokens was formed on the basis of a large Russian corpus Bokr’onok
built in St.-Petersburg State University [1], [14]. Both raw and morphologically
tagged versions of the experimental corpus are accessible.
Trial AWC procedures gave promising results. Major clustering parameters are
as follows: context window size s = *5, weight assignment for context items —
yes, distance metric — Euclidean measure, clustering technique — agglomerative.

Experimental procedure was carried out for a set of the most frequent and
polysemous verbs belonging to different semantic classes: verbs of intellectual
activity: dumat (think), ponimat (understand), etc.; verbs of perception: widet
(see), smotret (look), etc.; verbs of transmission: brat (take), dat (give), etc.;
verbs of functioning: delat (do), rabotat (work), etc.; verbs of management:
derzat (hold), brosat (throw), etc.; verbs of movement: idti (walk), jehat (drive),
etc.; verbs of location: stojat (stand), lezat (lay), ete.

Clustering of the given verbs was performed successfully, e.g.:

[idti (walk), jehat (drive) [videt (see), smotret (look)]];

idti (walk), jehat (drive) [delat (do), rabotat (work)]];
brat (take), dat (give) [videt (see), smotret (look)]];
derzat (hold), brosat (throw) [dumat (think), ponimat (understand)]];
stojat (stand), lezat (lay) [dumat (think), ponimat (understand)]].

[
[
[
[
Data on semantic distances for the given verbs seem to be reliable. Fluctuation
of distance values indicates that diffrences in verb distributions are more or less
significant.
The verbs belonging to the same class show similarity of distributions (their
distance values are low), e.g.:
D (dumat (think), ponimat (understand)) = 0,107,
D (delat (do), rabotat (work)) = 0,117.

The verbs belonging to different classes reveal diverse distributions (their
distance values are high), e.g.:

D (ponimat (understand), lezat (lay)) = 0,152;

D (videt (see), idti (walk)) = 0,151.
Difference in distributions is also registered for verbs belonging to the same
semantic class but being in contrastive relations, e.g.:

D (brat (take), dat (give)) = 0,131.
However, such verbs are clustered correctly, so that the difference of their

distributions seems to be less significant than the difference of distributions for
verbs representing separate semantic classes.

In addition to clustering results achieved for raw texts, experiments on
classification of verbal contexts extracted from tagged texts were also fulfilled.
In this case a separate software module on similarity measurement was
involved: it allows to compare POS tag distributions for a set of lexical items,
cosine measure Cos ( 0<Cos<1 ) being used to compute similarity indices
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within n-tuples of lexical items. Triplets of verbs sharing common semantic
features (e.g., ponimat (understand) — znat (know)— wuznavat (learn); wvidet
(see) — vosprinimat (perceive) — voobrazat (imagine); etc.) were under examina-
tion. Random samples of 200 contexts for each verb were processed with
context window size s = 4+10. The data obtained at this stage have proved
rather encouraging: e.g.,

Cos (ponimat (understand), znat (know)) = 0,93;

Cos (ponimat (understand), uznavat (learn) = 0,90;
Cos (znat (know), uznavat (learn)) = 0,86;

Cos (videt (see), vosprinimat (perceive)) = 0,83;
Cos (videt (see), voobrazat (imagine)) = 0,89;

Cos (vosprinimat (perceive), voobrazat (imagine)) = 0,88.
Similarity indices calculated within verb triplets reflect differences in the struc-
ture of their lexical meaning and valency frames (although those differences
may be rather subtle). Experimental data conform to the intuitive judgements
made by native speakers of Russian. Relatively large dispersion of obtained Cos
values supports the idea that the given approach can be efficiently used in
disambiguation procedures.

4.2 Automatic clustering of descriptors in scientific texts

AWC shows considerable promise in processing terminological items and
domain-restricted texts. In such cases clustering data contribute much to
adequate domain modelling and ensure development of lexicographic and onto-
logical systems. Linguistic resource involved in the experiment is the corpus on
Corpus Linguistics being developed in St.-Petersburg State University and
Institute of Linguistic Studies, RAS. The corpus contains texts of research
papers in Russian [15], [16], [17], [18]; it includes over 105 articles (about
175 000 tokens) and abstracts (about 25 000 tokens). Each text of the corpus is
preprocessed (special tags for tables, images, formulae, links, numbers, non-
Russian text fragments, etc. are introduced); further the texts are supplied with
metadata which include bibliographic passport and a set of 10 relevant
descriptors (key words) indicating the topic of the paper. E.g., text
Ne 2002_72_79 gets such a set of descriptors: [arhiv (archive), bank (bank),
dannyje (data), korpus (corpus), massiv (array), poisk (retrieval), razmetka
(annotation), tekst (text), format (format), cesskij (Czech)], etc.

Major clustering parameters are as follows: context window size s = %5,
weight assignment for context items — yes, distance metric — Euclidean
measure, clustering techniques — agglomerative and K-means, ultimate number
of clusters C'=3, 5, 7, 9. It is worth noting that the results furnished by
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agglomerative and K-means clustering differ distinctly with regard to central
cluster size and filling, agglomerative clustering seems to be preferable, e.g.:

text Ne 2002_72_79, C = 5, agglomerative clustering:

[arhiv (archive), bank (bank), massiv (array), format (format) [razmetka
(annotation) [cesskij (Czech) [poisk (retrieval) [[tekst (text), korpus
(corpus)] dannyje (data)]]]]];

text Ne 2002_72_79, C = 5, K-means clustering:
[[arhiv (archive)] [bank (bank)| [razmetka (annotation)] [dannyje (data),
korpus (corpus), poisk (retrieval), tekst (text), format (format), cesskij
(Czech)] (massiv (array)]).

AWC procedure provided similar descriptions for other texts from the corpus, e.g.:

text Ne 200227 39:

[massiv (array), baza (base), dannyje (data) [[perevodieskaja (translation),
pam’at (memory)] [sistema (system) [tekst (text), perevod (translation)]]]
[korpus (corpus), parallelnyj (parallel)));

text Ne 20065 15:

[poisk (search), internet (internet), zapros (query), polzovatel (user) [servis
(service) [castota (frequency) [[tekst (text), korpus (corpus)] [slovo (word),
bigramma (bigram)]]]]]]]; ete.

It should be expected that resulting clusters obtained for each text of the
corpus reveal semantic relations existing between lexical items. Sometimes
those relations can be clearly defined as syntagmatic (e.g., perevodcieskaja
(translation) — pam’at (memory)) or paradigmatic (e.g., massiv (array) — baza
(base)), but in most cases they merge (e.g., tekst (text) — korpus (corpus); slovo
(word) — bigramma (bigram), etc.). Due to their intrinsic heterogeneity,
linguistic relations between text items exposed in clusters may be smoothly
converted into ontological relations between categories forming conceptual
structure of the domain “Corpus Linguistics”.

Alongside revealing semantic relations in the sets of terminological items,
trial AWC procedure allows exposure of nuclear descriptors characteristic of
Corpus Linguistics domain: korpus (corpus), tekst (text), razmetka (annotation),
poisk (retrieval), dannyje (data), etc. Those descriptors are treated as exem-
plars of basic ontological categories expressing the essence of Corpus
Linguistics.

Clustering results may be involved in the comparison of documents with
partly coinciding sets of descriptors, e.g. text Ne 2002 72 79 and text
Ne 2002_27_39 contain 4 similar descriptors, their sets being structured
uniformly:

[massiv (array) [dannyje (data) [korpus (corpus), tekst (text)]]];

at the same time, text Ne 2002_72_ 79 and text Ne 2006_16_24 are equally
characterized by 5 common descriptors korpus (corpus), tekst (text), format
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(format), razmetka (annotation), poisk (retrieval), although they are ordered in
different ways:
text Ne 200272 79:
[format (format) [razmetka (annotation) [poisk (retrieval) [tekst (text), korpus
(corpus)||Il
text Ne 2006_16_ 24:
[razmetka (annotation) [[[korpus (corpus), tekst (text)] format (format)]
[poisk (retrieval)]].
Given the texts which share common descriptors, similar clustering results
prove adherence of the texts to the same topic, and conversely, differences in
their clustering provide evidence on divergence of corresponding texts as
regards their subject matter.

Various types of data provided by AWC procedure accompanied with
expert descriptions (e.g., [19]) were used in the development of formal ontology
on Corpus Linguistics maintained by ontoeditor Protégé [20]. Top hierarchy of
ontological categories is as follows:

e Domain «Corpus Linguistics»
e« Corpus data
o Text corpus
o Corpus type
*  Working with a corpus
»  Corpus developer
*  Data selection
*  Data digitalization
*  Annotation
*  Corpus-manager
o User
*  Search
y  Query
*  Terminal string of symbols
*  Regular expression

. Lemma

* Tag

» Result
*  Concordance
*  Context

. Word index

. Statistics
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4.3 Automatic clustering of words in parallel texts

Processing multilingual parallel texts with the help of AWC tool enables us to
compare relations between lexical items within semantic classes in contrasting
languages and thus to verify adequacy of translation.

The original English text of the fairy-story “Animal Farm” by G. Orwell and
its translation into Russian were involved in trial processing, Russian text size
of about 24 000 tokens, English text size of about 30 000 tokens.

Clustering within a group of words denoting human beings, animals and
birds (over 50 words occurring in both texts) was carried out with the following
clustering parameters: context window size s = 5, weight assignment for
context items — yes, distance metric — Euclidean measure, clustering tech-
nique — agglomerative.

AWC tool proved to be quite efficient in distinguishing nouns within
microgroups, e.g. in differentiating generic and specific names, in proper assign-
ment of generic names, in revealing kinship hierarchy, e.g.:

[voron [ovca, Zivotnoje]], [raven [sheep, animal]];
chicken [cat, animal]];
donkey [duck, bird)];

goat [ducklings, bird)];

cyplonok [koska, Zivotnoje]], [
0s’ol [utka, ptica]], [
[
[

bird [duck, pigeon]];

[
[
[koza [utata, pticdl],
[ptica [utka, golub’],
[

cyplonok [kurica, petuh]], [chicken [hen, cockerel]].

In most cases clustering results obtained for Russian and English items coin-
cided, although some peculiar examples of divergent clustering output were
found as well, e.g.:

[kobyla (mare) [Zereb’onok (foal), losad( horse)]],

[foal [horse, mare]l;

[ptica (bird) [celovek (man), Zivotnoje (animal)] borov (boar)),

[bird [boar [man, animal]]].
The difference in clustering indicates that relations within pairs “original text
item vs. translation equivalent” are asymmetrical, possible explanations being
different frequency of terms in the original and in translation as well as particu-
lar properties of the plot of the analyzed text.

It should be noted that at present AWC tool is successfully applied in the
comparative study of 3 novels by V.O. Pelevin “Omon Ra”, “Capajev and
Emptiness”, “Generation P” (original Russian texts and English translations
forming a parallel corpus, Russian part size of about 200 000 tokens and
English part size of about 260 000 tokens) [21]. Special attention is drawn to
words and word groups denoting culture-specific phenomena. It is claimed that
clustering in sets of corresponding terms may be of great help in estimating
stylistic and semantic proximity of original texts and translations.
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5 Conclusions and work in progress

AWC tool developed for Russian ensures effective clustering of lexical items in
raw texts. Trial procedures involving specialized software confirm reliability of
implemented research techniques (LSA and clustering algorithms) forming
actual basis of AWC tool. Experimental data show a wide range of possible
applications of AWC in linguistic analysis and NLP systems.

Work in progress includes:

« software elaboration (user interface perfection, introduction of cluster
visualization mode, implementation of additional distance metrics and
clustering algorithms, e.g. MajorClust);

o linguistic experiments on AWC with regard to morphologically tagged
texts of different size and various genres, mono- and multilingual texts
(preliminary results of clustering Russian verbs in synsets taking into
account POS tag distributions seem to be promising).

Further development of the project allows embedding of AWC tool into multi-
level linguistic research environment equipped with a corpus manager and
subsidiary modules.
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Abstract. The paper presents results of a corpus-based study of selec-
tional preferences in Russian word-groups. Much attention is drawn to
the choice of context neighbours in verbal and nominal phrases, espe-
cially in noun-verb and adjective-noun word-groups. Research procedure
requires analysis of co-occurrence data obtained from Russian texts. It
is implied that selectional preferences of a lexical item may be defined
through sorting its left/right neighbours in bigrams by MI-score values.
Given an ordered set of neighbours for a lexical item, it is possible to
induce its context patterns. Selectional preferences for frequent Russian
lexemes in verbal and nominal groups are defined in terms of Opti-
mality Theory rules. The rules are specified with respect to particular
features of co-occurring lexical items.

1 Introduction

The principal goal of the project is the study of distributional properties of
frequent Russian lexical items which implies fulfillment of the following tasks:

—  collection and proper interpretation of co-occurrence data in Russian
text corpora taking into account various parameters, e.g.: left/right
positions of context neighbours, weights assigned to context elements
according to their positions with regard to a query word, context win-
dow size, etc.;

- quantitative evaluation of relations of lexical items in collocations,
exposure of relevant morphological, semantic and syntactic selectional
preferences of the given words, formulation of selectional preferences in
terms of Optimality Theory (OT) rules.

Theoretical basis of the study involves distributional approach to the meaning
of lexical items. It is admitted that it is possible to identify the meaning of
words while considering their syntagmatic features extracted from the adjacent
context. Current linguistic research provides convincing evidence in favour of
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the use of context analysis for determining word semantics (e.g., cf. papers
presented at CONTEXT conference').

The results of the study may be applied in several NLP spheres: e.g., in
automatic word clustering (cf.: [1], [2]), word sense disambiguation (cf.: [3]),
specification of valency frames and collocation models in lexical databases
(cf: [4], [5]), contrastive research (cf.: [6]), etc.

2 Techniques of revealing selectional preferences

Selectional preferences of word X may be revealed given N {a, b, ¢,..} — a set of
its probable context neighbours. Set N is formed in course of processing of
random contexts for word X extracted form a corpus. Ordering of set N is
possible with regard to morphological, semantic, syntactic features of its
elements. Quantitative criterion of preference of particular context neighbours
for word X may be stated with regard to association measures MI, Log-likeli-
hood, t#test, X2-test, etc. (cf.: [7], [8]). We've chosen MI-score (mutual
information coefficient) defined for bigrams of type yX / Xy where y > N —
left /right context neighbour of X. MI-score allows to estimate the force of asso-
ciation relations within collocations (e.g., between word X and its neighbour y
in a bigram) as a correlation of collocation frequency f(X,y), frequency of inde-
pendent occurrencies of collocates f(X), f(y) and corpus size S:

F(X). f(y)
MI-score allows to distinguish collocates with wide co-occurrence potential
(they may be of high frequency but insignificant for X) and collocates tending
to occur in combination with X, thus characterizing its selectional preferences

(the higher is MIscore value for a bigram, the more neighbour y is preferable
for word X).

It is proposed to formulate selectional preferences of words in terms of OT
which seems to be of help in modelling competition of rules responsible for
generation of linguistic units of various levels (from phonological up to
semantic) (cf.: [9], [10]). Those rules can be ranged with regard to the degree of
their significance. The rules which are of more importance get higher rank,
their violation being more serious and resulting units being less correct, and
vice versa. In other terms, enrichment of linguistic modelling with OT notions
and instruments facilitates a shift from ideal language structures to optimal
ones which may not be perfectly well-formed but must be acceptable. Thereby,
hierarchy of priorities which controls the choice of context neighbours
(revealing particular morphological, semantic, syntactic features) for word X in
a context can be explained from OT standpoint. Traditional linguistics
provides descriptions of rules responsible for dependency relations in word-

1 http://context-07.ruc.dk/CONTEXTO7MainPage.html
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groups, or rules for filling in valency frames, or rules of semantic agreement,
etc. OT gives the possibility to introduce ordering into those classes of rules
taking into account their natural priority. In case of co-occurrence study, it
means ordering of context patterns of collocations based on their association
force.

3 Linguistic resources and lexical data

Linguistic resources involved in the experiments include a lemmatized corpus of
Russian texts based on M. Moshkov’s electronic library (= 448 mln. tokens)
and supplementary tools developed within AOT project’. Collocation extraction
is performed with the help of AOT bigram search service® (cf.: [11]).

The study deals with the choice of the nearest left/right neighbours in
verbal and nominal phrases, especially in noun-verb and adjective-noun word-
groups. Russian verbs and adjectives of high frequency were chosen for experi-
ments:

Verbs: byt (be), videt (see), govorit (speak), znat (know), jest (eat), idti
(walk), skazat (say), stal (become), hotet (want);

Adjectives: blizkij (near), dalnij (remote), dalokij (far), dolgij (long),
molodoj (young), pozdnij (late), sosednij (adjacent), starshyj (senoir), staryj (old).

4 Experimental results

Bigram analysis required definition of MI-score threshold value for Russian and
formulation of a decision rule which may help to reveal statistically relevant
combinations of words.

It is argued that the threshold value MI = 1 holds true for Russian texts
(due to the prevalence of syntactic groups and constructions with free order of
elements), corresponding decision rule being as follows:

— if MI > 1, then a given combination of words is considered statistically

relevant;

- if MI> [0, 1], then a given combination of words is statistically

neutral;

- if MI < 0, then words are in complementary distribution.

The given decision rule was derived from empirical evidence provided by corpus
analysis. In course of bigram processing collocations characterized by MI > 1
were taken into account because relations between words in such combinations
are nonrandom, the choice of collocates being predetermined by intrinsic

2 http://www.aot.ru/
3 http://aot.ru/demo/bigrams.html
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linguistic factors. Collocations characterized by MI < 1 are beyond the scope of
the study. Separate treatment was given to bigrams representing phraseological
units: e.g., re¢ + idti (re¢ idot o .. — the matter concerns .., MI = 7,495) or
idti + vrazrez (to run counter to..., MI = 9,466).

For each lexical item in question a set of bigrams with left/right context neigh-
bours was formed. Those sets were ordered by MI-score value. Context
neighbours extracted from bigrams were grouped according to their morpholo-
gical features and common semantic components, where possible.

Fragments of bigram sets and groups of context neighbours are given below:

bigrams containing the verb iditi and its left context neighbours
(y + idti):

MI (netoroplivo + idti) = 4,668;

MI (smelo + idti) = 4,467,

MI (pojezd + idti) = 4,278,;

MI (tropa + idti) = 4,254,

MI (nado + idti) = 3,154,

MI (resit + idti) = 2,088;

MI (mo¢ + idti) = 1,770;

etc.;

groups of left context neighbours of idti:

Adverbs: toroplivo, netoroplivo, medlenno, bystro, dolgo, etc.—
common semantic features speed and time; wverenno, smelo, uporno,
etc. — common semantic feature emotional, krugom, sledom, vperedsi,
navstrecu, dalee, daleko, kuda, kuda-to, nekuda, etc. — common
semantic feature direction; etc.

Nouns: karavan, pojezd, parohod, etc. — common semantic feature
vehicle; doroga, tropa, etc. — common semantic feature path; dozd,
sneg, etc. — common semantic feature mnatural phenomenon; boj,
razgovor, torgovla, etc. — common semantic feature complexr dynamic
event; etc.

Verbs and predicate adverbs: moc, prodolzat, otkazyvats’a, molca,
razresit, resit, sobirats’a, nado, pora, etc.

bigrams containing the verb 4dti and its right context neighbours
(idti + y):

MI (idti + peskom) = 7,240;

MI (idti + oZestocennyj) = 5,475;

MI (idti + dalokij) = 4,642;

MI (idti + spat) = 3,860;

MI (idti + otdyhat) = 3,670;

MI (idti + razgovor) = 2,175;

MI (idti + volna) = 1,218,;

etc.



Corpus Analysis of Selectional Preferences in Russian 180

groups of right context neighbours of idti:
Adverbs: naprolom, naperekor, etc. — common semantic feature
opposition; peskom, bosikom, etc. — common semantic feature means;
r’adom, wvperedi, sledom, navstrecu, domoj, vdol, parallelno, krugom,
vper’od, pr’amo, napr’amik, naverh, mimo, s’uda, tuda, etc. — common
semantic feature direction; normalno, gladko, etc. — common semantic
feature positive evaluation; etc.
Adjectives: (prepositional modifiers in dependent nominal phrases):
oZestocennyj, nepreryvnyj, etc. — common semantic feature intensity;
medlennyj, bystryj, etc. — common semantic feature speed; dalokij, etc.
Verbs: zavtrakat, gulat, spat, otdyhat, idti, etc.
Nouns: dozZd, par, sneg, volna, etc. — common semantic feature natural
phenomenon; podgotovka, spor, boj, razgovor, etc. — common semantic
feature complexr dynamic event; etc.
bigrams containing the adjective dalokij and its left context neighbours
(y + dalokij):
MI (beskonecno + dalokij) = 6,631;
MI (donestis’ + dalokij) = 3,823;
MI (probirats’a + dalokij) = 3,804;
MI (ves’'ma + dalokij) = 3,748;
MI (nemnogo + dalokij) = 3,656;
MI (versyna + dalokij) = 2,279;
MI (¢uzoj + dalokij) = 1,251,
etc.
groups of left context neighbours of dalokij:
Adverbs: beskonecno, strasno, ves’'ma, nemnogo, stol, nastolko, ocen’,
sliskom, bolee, dovolno, etc. — common semantic feature measure; etc.
Adjectives: nevoobrazimyj, dalokij, cuZoj, samyj, takoj, kakoj-nibud,
etc.
Verbs: probirats’a, donestis’, poslysats’a, uslysat, etc.
Nouns: put, doroga, etc. — common semantic feature path; strana,
kraj, bereg, versyna, etc. — common semantic feature place; etc.
bigrams containing the adjective dalokij and its right context neigh-
bours (dalokij + y):
MI (dalokij + prosloje) = 6,592;
I (dalokij + predok) = 6,181;
T (dalokij + zvezda) = 4,734;
MI (dalokij + okraina) = 4,223,
I (dalokij + galaktika) = 4,111;
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MI (dalokij + dalokij) = 3,334;
MI (dalokij + juznyj) = 2,291;
etc.
—  groups of right context neighbours of dalokis:

Nouns: prosloje, budus’eje, predok, potomok, detstvo, junost, drevnost,
etc. — common semantic feature time; rodina, dal, kraj, okraina,
strana, planeta, zvezda, galaktika, rasstojanije, gorizont, perspektiva,
putesestvije, plavanije, etc. — common semantic features place and
distance; raskat, grom, eho, etc. — common semantic feature sound; etc.

Adjectives: dalokij, proslyj, etc. — common semantic feature remote;
gornyj, severnyj, juznyj, etc. — common semantic features place and
direction; etc.

Processed data allowed to induce context patterns of type POS + X /
X + POS for lexemes involved in the analysis. Those context patterns
determining selectional preferences of words were ranked; ranking was
performed with regard to MI-score values of context neighbours of
corresponding groups, e.g.:
—  selectional preferences for X = idti:
rank 1. X + Adverb
rank 2. X + Adjective
rank 3. Adverb + X
rank 4. Noun + X
rank 5. X + Verd
rank 6. X + Noun
rank 7. Verb + X
(3) selectional preferences for X = dalokiy:
rank 1. X + Noun
rank 2. Adverb + X
rank 3. X + Adjective
rank 4. Verb + X
rank 5. Adjective + X

5 Conclusion

Data on selectional preferences of Russian frequent words obtained in course of
experiments and exposed in context patterns admit more detailed linguistic
interpretation; nevertheless, at this stage of the project they may be of great
help in solution of several tasks dealing with automatic extraction of semantic
information from Russian text corpora.
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Abstract. This paper describes the development and exploitation of
an open-source terminology-extraction tool named Lexterm. Lexterm
was developed under the RESTAD project, whose aim was to introduce
automatic processes in the translation of documents, especially those
generated by the universities involved in the project. This tool was
designed to be used not only by academic staff but also by any person
interested in getting a raw bilingual glossary from a bulk of specific
topic-domain documents. We will describe the tool, how it retrieves a
list of term candidates with their translation equivalences from bilingual
corpora, and how this list feeds machine translation and computer-
assisted translation systems used in the generation flow of academic
documents. We will also present how statistical methods are applied to
get a list of term candidates as accurate as possible.

Keywords: RESTAD project, terminology extraction, computer-
assisted translation, machine translation, university document
translation workflow.

1 Introduction

Large institutions such as universities must tackle important translation
requirements. This is especially evident in the case of Catalan universities set in
a bilingual environment whose administrative and learning materials must be
translated into Spanish for non-Catalan speakers and into Catalan in and out
of Catalonia [1]. Apart from this, translations into English must also be per-
formed not only for foreign students but also for the English versions of the
university website or the English versions of university sponsored journals. The
bulk of translated documents is so immense that the linguistic services of the
Autonomous University of Barcelona (UAB), the University of Girona (UdG),
the Technical University of Catalonia (UPC) and the Universitat Oberta de
Catalunya (UOC)' decided to join forces in order to face their translation chal-
lenges. This joint effort was carried out under the RESTAD (Resources for
computer-based translation applied to teaching) project, funded by the
Ministry of Education and Universities of the Generalitat de Catalunya
(Government of Catalonia) [2]. The RESTAD project consisted of developing

1  http://www.uoc.edu/web/eng/index.html
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resources to improve the translation processes of administrative and learning
materials at the universities involved in the project. These processes can be
fully automatic [machine translations (MT) by a Catalan-Spanish, Spanish-
Catalan system] or semi-automatic [computer-assisted translation (CAT)
systems used by professional translators who translate into English].

One of the critical points in improving the translation of materials is the
translation of terminology. Here 'terminology’ should be understood in a broad
sense. That is, the specific-domain lexical units (either one word or more than
one word) which can be mistranslated because of two things. Firstly, these
units are not stored in the bilingual lexicon of the machine translation system.
Secondly, the human translator does not know the translation equivalent and
has been unable to find the right denomination in the target language.

When translating a document, either with a MT system or a CAT system,
it is very useful to have a terminological database available. Such a database
establishes correspondences between terms in the working languages. And, a
proper use of it should lead to an increase of terminological consistency in the
translation. In order to build a terminological database, we have explored the
lexical extraction over bilingual versions of the same documents. And, for such
purpose, we have developed the tool Lexterm (Lexical Extractor for Termino-
logy and Translation).

Traditionally, universities have developed and maintained bilingual
glossaries for specific topics, but these glossaries do not cover all the terms that
may appear in a document to be translated. However, despite the lack of
resources where the translation equivalents in a second language are declared
explicitly, the universities have large amounts of documents, along with their
translations in this language, where the equivalents are declared implicitly. In
order to automatically obtain a list of terms with their translation equivalents
from bilingual corpora of specific-domain documents, we developed the Lexterm
tool. The language independent tool retrieves a list of term candidates with
their translation equivalences from a bilingual corpora. The output of Lexterm
can then be used to feed the lexicon of the machine translation system and
enrich terminological databases of computer-assisted translation systems.

2 Lexterm’s functions

Lexterm performs two main functions. On the one hand, Lexterm extracts
relevant lexicon from a text and, on the other hand, presents a translation
equivalent of a relevant lexical unit by consulting a bilingual corpus.

The automatic relevant lexicon extraction uses a statistical technique which
is based on calculating all word n-grams (normally from n = 2 up to an n
specified by the user, with 3 as the default). Relevant lexical units will be found
in the n-grams extracted, although many other non-relevant combinations will
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also be found. So a filtering process is performed in order to display those
n-grams which are likely to contain significant lexical units first.

Currently, the filtering process of Lexterm is based on the frequency of
appearance of n-grams in the text and a significant word-combination criterion.
The frequency filter consists of displaying a table of the mn-grams whose
frequency of appearance is over a threshold stated by the user. By default, the
frequency threshold is 2. The word-combination filtering consists of rejecting
those n-grams that begin or end with a stop word as candidates to be
displayed in the table. Stop words are words that are typically not in the end
position (the first or last) of a relevant lexical entry and are mainly functional
words. This filtering is performed by consulting a list of stop words, which
means that the results of the extraction process will depend on the quality of
this list. The user can maintain and improve the list simply by editing it with a
text editor. The list of n-grams that overcome these filters is a list of relevant
lexicon candidates. This list will have to be revised as not all of these
candidates will be really relevant. The person in charge of the revision ticks the
n-gram candidates that are really significant lexical units and can export the n-
grams ticked to a txt file, so that a monolingual glossary is automatically
generated. As the revision is carried out, the list of stop words can be enriched
with new words.

The second main function of Lexterm, which is the presentation of a trans-
lation equivalent of a relevant lexical unit, is performed by the TonD
(Terminology on Demand) package that also uses statistical methods. Given a
parallel corpus which consists of a list of pairs <s,t> where s is a segment in
the source language and ¢ is the version of ¢ in the target language, TonD
learns the most probable translation of a specific lexical unit by checking the
appearances of the lexical unit in each source-language segment and the
n-grams that appear in each corresponding segment in the target language.
Those n-grams that appear in the target segments that co-occur with the
lexical unit in the source segments are more likely to be its lexical equivalent.
It should be remembered that this is a statistical process, and it does not
always find the correct solution. For this reason, TonD offers more than one
possible candidate so that the user can choose the correct one. The translation
equivalent detection can be optimized by filtering the equivalent candidates
with stop words. So, to have a list of stop words of the target language can be
very helpful. Once the correct equivalences have been selected, the pairs
<lexical unit in the source language, lexical unit in the target language> can
be exported to a txt file and a bilingual glossary is automatically generated.

In order to help in the selection of a lexical unit and its denomination in the
target language, Lexterm provides a Search function. This function shows the
lexical candidate in its context, which may be very helpful for the user to make
sure it is significant in the text. Moreover, the user can verify if the candidate
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is a single lexical unit or is embedded in a larger one. The user can also apply
this functionality in a bilingual corpus. In this case, not only is the lexical can-
didate shown in each of the source segments of the corpus but also the
translation solution checked by the user is shown in each of the corresponding
target segments. The user then verifies if the translation solution checked is the
correct one. On the other hand, if none of the solutions are correct, the right
equivalent can be found by reading the corresponding target segments.

3 Lexterm integrated into the workflow

Lexterm has been integrated into UOC’s document translation workflow. The
tool automatically creates bilingual glossaries to be used inside this workflow.
In this way, we are setting the basis for a scalable structure in which we recycle
every translation process outcome to be reused in future translations.

The workflow begins with a set of original documents belonging to a specific
subject domain and their translations. These translations are either post edited
versions of raw translations performed by the MT system or translations per-
formed by a human translator with the help of a CAT system. The originals
and the translations are aligned in order to obtain an aligned corpus where the
source segments and the corresponding target segments are separated by a
tabulator. The bilingual corpus is then transformed into a translation memory
in the standard tmx format, so it can be used for both the MT system and by
any CAT system that supports this standard.

The bilingual corpus in txt form is the source from which the process of
bilingual terminology extraction is performed by using Lexterm. The extraction
result is a file in plain text, in which the source lexical units and their target
equivalents are separated by a tabulator. This format allows the file to be
directly imported and transformed into a terminological database that can be
used in a CAT system. Thus, the terminological database is helpful for a hu-
man translator when translating other documents with similar subject domain.

However, the tabulated term list is not directly imported into the lexicon of
the machine translation system currently in use at UOC (Translendium?®), as
the linguistic information required by the system to translate the selected terms
is not yet available at this point of the process. This information must be coded
manually by using the Lexshop tool. After this codification, and before validat-
ing the lexicon with the new entries, the machine translation of the bulk of
original documents is tested. When the test is finished, the lexicon of the sys-
tem is updated with the new version. Now the system is ready to translate
documents, with a similar subject domain, with a higher degree of translation
accuracy.

2  http://www.translendium.com/
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4 Test results

In this section, we present two useful cases in which Lexterm helps us to
extract term candidates and their translation equivalents from the parallel
corpus.

Firstly, we present the integrated workflow that allows us to extract terms
from all kinds of UOC specialised domains, in this case, the institutional report.
The corpus that we use in this case corresponds to the UOC’s Academic Year
2004-2005 Annual Report; specifically, the corpus contains the principal sec-
tions of the Annual Report: organization, activity, annexes and inside back
cover. The volume of words that constitute this corpus is 38,282 in Catalan and
40,619 in Spanish.

From this bilingual corpus, the result we obtained, is a file containing 3,054
aligned segments in Catalan and Spanish, equivalent to a total of 72,721
aligned words. From this aligned corpus, we carried out the automatic extrac-
tion of term candidates with the Lexterm tool and obtained a total of 1,271
candidates with their respective translation equivalents. We carried out this
automatic selection of candidates using a 3-grams limit and selecting a file of
stop words to filter out words void of content or functional words (articles,
prepositions, etc.), placed at the beginning or at the end of the term candidate.
Term candidates cannot begin or end with one of these functional words. The
program returns the list of term candidates ordered in terms of the number of
times they appear in the set of documents. From the 1,271 term candidates
extracted with Lexterm, if we take a sample of 10% of the results, or in other
words, a total of 127 term candidates, we observe that there are 27 candidates
that are denominations belonging to the academic field. Therefore, Lexterm’s
initial result gives us 21% of the terms belonging to the field.

We filtered this first result, obtained with the automatic extraction tool, by
using statistical techniques over relative word frequencies from a general-
purpose corpus [3]. These techniques eliminate candidates pertaining to general
language so we get a list of more accurate term candidates. We carried out
this filtering by means of a general language corpus made up of a million words
and of the threshold parameter, which permits control of the level of exigency
in considering whether a term candidate belongs to general language or to a
specific vocabulary. Upon carrying out this semiautomatic filtering, the number
of candidates decreased from 1,271 to 471, that is to say, we reduced the term
candidates by 63% using a threshold of 7,000. At the end of the process, this
list of term candidates should be revised by a linguist in order to determine
which candidates are suitable to be reused in the MT system and by any CAT
system. From the 471 filtered term candidates, if we take a sample of 10% of
the results, or in other words, 47 term candidates, we observe that there are 27
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candidates that are denominations belonging to the academic field. Therefore,
when the initial Lexterm result is subsequently filtered it gives us 57% of the
terms belonging to the field. As the results that we achieve are satisfactory, we
are planning to develop a statistical filter into the Lexterm which works with a
general language corpus. This filter will help us to obtain a final list of term
candidates that are relevant or belonging to a specialist area.

5 Conclusions and future work

Lexterm is a helpful tool to get relevant lexical units from domain-specific texts
when bilingual glossaries of these domains are not available or they are not
helpful enough for certain translation requirements. The tool presents a list of
candidates with their translation equivalents that saves the effort of doing this
task manually, as is still the case in the translation workflow of some univer-
sities and institutions concerned with terminology. Moreover, the tool results
can be integrated into a workflow where machine and computer-assisted
translation are involved. However, the main drawback is the huge number of
candidates to be revised when only the n-gram frequency and the stop word
filters are performed. Furthermore, if we want to reduce the number of
candidates by increasing the frequency threshold, we must assume that relevant
units whose frequency in the text is below the threshold can be very frequent in
future texts. Anyway, regardless of the threshold set, the number of rejected
candidates overwhelms the number of accepted ones, so our priority is to
reduce this noise. We are working on the integration of the linguistic filtering of
n-grams that cannot appear in a glossary because they contain finite verbs,
conjunctions, adverbials and pronouns.

We have already developed the filtering of n-grams that are embedded in
larger n-grams with the same frequency and in this case we have the following
candidates with the frequency in brackets: “echo control” (10), “control device”
(8) and “echo control device” (8). Ouly “echo control” and “echo control
device” overcome the filtering. This method has not been integrated into
Lexterm yet, but it will be operative in a new version where the statistical
calculation of the relevance of m-grams in a specific-domain text will also be
taken account [3]. This calculation will be carried out by calculating the tf-idf
value of an n-gram, which works on the following assumption: if an
n-gram with a frequency which is over the threshold in the domain-specific text
is rarely found in a large number of documents with varied domains, it is a
relevant lexical candidate.

Lexterm is an open-source tool which is freely distributed under a GNU/GPL
license. It can be freely downloaded from http://www.linguoc.cat/. Lexterm is
intended to be used by any person in any working environment (translation,
correction, document generation, etc.) We think this is an interesting approach
in the development of free software for translators [4] and for other profes-
sionals.
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Abstract. Within the Department of Lexicography and Terminology
of the ICL ASCR, v. v. i. an independent program named PRAMAT
has been developed for sorting the evidence found in the corpora and
possibly other texts. This program serves as a lexicographer’s ‘desktop’
for working with the examples (especially with the corpora evidence)
when creating the entries in the lexical database LEXIKON 21. With
regard to the complicated structure of the lexical database, a special
Exemplification tool for storing the selected contexts has been deve-
loped as part of PRALED which allows for more extensive segmentation
of the examples than is usual in traditional monolingual dictionaries.
This paper will focus on describing and demonstrating the functions of
these tools (inserting the evidence from a corpus, amending it with
comments, segmenting it in PRAMAT and creating and saving the
chosen examples for the future treatment of entries in LEXIKON 21).

Introduction

An integral component of the future treatment of entries in LEXIKON 21°
(hereinafter L 21) is — like it was with the monolingual dictionaries Prirucni
slovnik jazyka ceského (Reference Dictionary of the Czech Language) [8],
hereinafter only as PSJC, Slovnik spisovného jazyka ceského (Dictionary of
the Standard Czech Language) [9], hereinafter as SSJC, and Slovnik spisovné

1

This paper was created within the research plan of the ICL of the ASCR,
Creation of a Lexical Database of the Czech Language of the Beginning of the 21"
Century (AV0Z90610521).

Lexikon 21 (L 21) — a Czech lexical database being developed at the Department
of Lexicography and Terminology (DLT) of the Institute of the Czech Language
(ICL) of the ASCR, v. v. i., within the research plan Creation of a Lezical Data-
base of the Czech Language of the Beginning of the 21" Century (AV0Z90610521);
PRALED (Prague Lexical Database) — a program for L 21 being jointly deve-
loped by the DLT of the ICL of the ASCR, v. v. i., and the Centre for Natural
Language Processing of the FI MU, Brno; PRAMAT — an independent program
intended for treating evidence (mainly corpus evidence), being developed at the
DLT. For more information, see the paper by J. Svétla: The Possibilities and
Limits of Lexicographical Description of the Czech Lexicon in a Database Form.
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cestiny pro Skolu a verejnost (Dictionary of Standard Czech for Schools and
the General Public) [10], hereinafter as SSC® — work with the lexical material
and exemplification evidence. The basic approach when treating the entries is
the same: it proceeds from lexical material, from contexts related to the
lexical item in question, from which it progresses to the meaning/meanings of
the given lexical item; the individual meanings and the area of their usage
are then illustrated in the exemplification section of the entry. However, the
material resources as well as means and tools which can be used when
describing the Czech lexis are different. In many respects, also the principles
of the compilation of L 21 are different; this arises from the very nature of
this new lexicographic project.

2 Treating lexical material in L 21

L 21 is different in its material resources from the existing monolingual
dictionaries. Unlike PSJC [8], SSJC [9] and SSC [10], which took advantage
of lexical card archives, the basic material resource for L 21 is a language cor-
pus, namely SYN2000; in 2006, it was joined by further synchronic corpora,
i.e. SYN2005 and SYN2006PUB". Nonetheless, like the Czech pre-computer
lexicography relied on elaborated processes for treating excerpted lexical
material, it has been necessary also for the treatment of entries within L 21
to gradually develop and verify lexicographic procedures for processing
corpus material. Such a method has been proposed on the basis of the
current knowledge when processing a sample entry.

In brief it may be said that it is a procedure combining a concordance
analysis (should there be a high number of concordances, a random sample of
a size of 300 examples is used’) and an analysis of collocations acquired
through the Word Sketch Engine or through the statistical functions of the
corpus Most Frequent Collocations and Frequency Distribution. The
SYN2000 corpus is the resource for the concordance analysis; if the
exemplification is not sufficient for a lexical item or lexical meaning, the

3 For synopsis of the history and conception of Czech monolingual dictionaries, see
J. Filipec 1975 [3], Z. Hladk4 2005 [5]. Briefly on the conception of the dictionaries
in question, see also the treatises on the compilation of a dictionary in PSJC
(1935-1937), vol. 1 [7], SSIC (1960), vol. 1, [11] and in SSC (1978, 2003) [12], [13].

4 These resources are expected to be complemented in future by oral corpora and
possible other written synchronic corpora made available. Another resource of
lexical material will be partial excerption carried out at the DLT of the ICL of the
ASCR, v. v. i.

5 When and under what circumstances it will be necessary to augment this sample
by additional examples requires further testing.
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SYN2000 concordances will be complemented by the SYN2005 or
SYN2006PUB concordances. In terms of corpus parameters, items
doc.txtype, doc.temp, doc.opus are selected from the data on the source for
SYN2000, whereas for SYN2005 and SYN2006PUB they are the items
opus.txtype, opus.rokvyddni, opus.id. The recommended (however not
binding) length of the concordances is a clause to several sentences’. When
determining collocations through Word Sketch, all three corpora are used, i.e.

SYN2000, SYN2005 and SYN2006PUB.

The mentioned work procedures will be additionally tested, complemented
and adapted during further lexicographical treatment.

3 The PRAMAT program

During the work with the corpus, it turned out that although the Bonito
program allows the concordances to be categorised and placed into individual
groups by on the basis of numbers assigned to the individual concordances,
for the needs of L 21 it will be necessary to develop a more specific software
tool, which would serve as a lexicographer’s desktop for the work with
examples. Our work experience yielded the proposal of the so-called
‘Materidl’ (Material) card, which was to function as a component of
PRALED. The proposed design subsequently developed into the independent
PRAMAT program, whose programmer is P. Zikovsky. The program
functions independently of PRALED and the files created in it are saved
outside the environment of PRALED. It was, however, suggested that
selected documents be transferred (copied) from PRAMAT to the Exem-
plification tool in PRALED in a pre-determined format. PRAMAT is being
further developed and modified.

The PRAMAT program consists of two parts: a table above and com-
mentaries below (see Figure 1). The table part is intended primarily for
treating examples (with the maximum number of examples in one file being
1,000) and makes it possible for examples to be inputted, commented upon,
sorted, deleted, copied and transferred to Exemplification in PRALED. The
table part of PRAMAT consists of: ID (the identification number of the
example), Tagl, Tag2, Tag3 — fields intended for comments on the example
(numbers, letters or words can be used here as needed by the compiler),
‘Zdrojl’ (Sourcel) — a field for the information on the general source of the
example (e.g. SYN2000, SYN2005), ‘Zdroj2’ (Source2) — a field for the data
on the specific source of the example and ‘Text’ — a field for the text itself of
the example. The examples can be sorted on the basis of all fields with the

6 This length has been recommended with respect to the transfer of selected
concordances into PRAMAT as well as with regard to the fact that quotational
examples (in the length of one or more sentences) will be transferred into the
Exemplification in PRALED.
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exception of the text of the example. An important function of the tabular
part is the function ‘Vlozit z Bonita’ (Paste from Bonito). This function
makes it possible to paste one or more pieces of corpus evidence from the files
in Bonito in such a manner that the evidence from the corpus automatically
separates into fields for ‘Zdroj2’ and ‘Text’, and the evidence is also assigned
the relevant information on the general source as has been set in ‘Zdrojl’.
The part for the commentaries can be used by the compiler of the entry to
record whatever he/she needs for his/her work, e.g. the working explanations
of the meaning, working notes, etc. The area for the table or commentary
sections can be enlarged/reduced on the screen by pulling the red line
separating the table or commentary parts. The PRAMAT program will also
make it possible to save selected examples into the Exemplification tool
in PRALED in the given format (for L 21 they will be in the form of
quotational examples where the lemma will be marked in red while
information on the source in green). In the proposal of PRAMAT it is also
taken into account that upon clicking on the brief data on the source, its full
wording will be displayed. This decoding of source data should function both
in PRAMAT and when transferring the examples into Exemplification in
PRALED.

& PRAMAT 1.2a - Dub.mml =Jo&d
Soubor  Wyb&Er  Mastawveni O programu
|—|5 Tagl ] Tag2 ] Tag3] i ]} | 4 J Zdroil ]

I 00 =l = | {doc tatype=NOY. |31 7 moteného dubuy se na ptifroubovanych nohou vikla . [Syrizonn =l
Zabalery wypadal lip

It Jaj| = | |doc ttype=FAC A Viznamngm prkem jsou staré hrazové porosty # Jaynz00 =
mohutrrych dubl . Rybniky |, rybnithy a vodnd ting jsou | =
dal#im wiraznym prvkem Treboriska . hal

1100211 Hi = [doc taype=PUB. [Ty letnl | zvang k¥emeldle biva mohum® & | ale to asi & [3m2000 |
netd to nejlepd pravidlo . Oproti dubu zimnimu neboli | =
drnalcowi mé Zaludy na deld stopee v

Sypn2000 + | WloZit z Bonita Kaopiry Dzn.] Wumaz ozn, | Oznat slovo1 Hovip Fédek]

Pocet Fadkii: 3 Zmenéno Sybrano: 0

Fig. 1. Pramat
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4 Exemplification

The exemplification in monolingual dictionaries is used to illustrate the usage
of a lexeme in context, to verify its meaning and to provide information on
its lexical and grammatical collocability.”

We suggest that two main types of examples be used when treating
exemplification in L 21°. These are quotational examples on the one hand and
non-quotational/illustrative examples on the other. In the Czech lexicographic
tradition, both types of exemplification have been used in monolingual
dictionaries, namely depending on the size of the given dictionary’. An
advantage of the database is the possibility to enter a great number of
examples, the plan is to use both types of exemplification in a L 21 dictionary
entry if possible, because it has turned out that e.g. for the exemplification of
synsemantic (functional) words, interjections or some types of adverbs, it is
necessary, due to their function in the text (and e.g. also because of
homonymy), to provide mainly the quotational exemplification.

Quotational exemplification in L 21 is in the form of contexts of one or
more sentences with the resource given, thus formally building on PSJC [8].
Unlike PSJC, however, L 21 will contain not only quotes from fiction, but
suitable examples in the corpora will be selected from across the genres. An
attempt is hence reflected in the quotational exemplification to record the
current usage — at least when written published texts are concerned. The
corpus name, text type, year of publication and shortened name of the
resource are displayed as information on the source of the example in the
exemplification.

Ex.: SYN2000/doc.txtype=PUB, doc.temp=1996, doc.opus=hnk6/V kursu
predndseji ucitelé katedry logistiky a obchodniho podnikdnd."

The term ‘non-quotational exemplification’ basically corresponds to the
exemplification by illustrative phrases in the form of syntagmas. These are
primarily collocations'. In this fashion mainly typical and common
collocations will be recorded, and their ordering will correspond to the

7 Cf. eg. J. Filipec, 1995, pp. 37-40 [4], F. Cermék, 1995, pp. 107-108 [1].

8 The L 21 exemplification conception is being developed as a joint product of the
collective of the DLT of the ICL of the ASCR, v. v. i.

9 The problems of treating the exemplification in PSJC [8], SSJC [9] and SSC [10]
were devoted a detailed manuscript by J. Macha¢ (undated) [6]. For more
information on the form of exemplification, see also the treatment principles in the
individual dictionaries.

10 This is a version of the preview for compilers; the interface for the end user may
look different.

11 A collocation may be understood as ‘a syntagma of lang. features of a lexical
nature’ (F. Cermak, Z. Hladké in ESC, p. 218 [2]) and not as merely ‘typical
collocations’.
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formal-semantic model, the specific collocations will then be selected by the
author on the basis of statistical and collocation tools (frequency, cohesion of
collocations, word sketches etc.); naturally, also here the author and sub-
sequently the editors have to rely also on their knowledge of the language.

For the ordering of typical and common collocations with nouns in L 21,
for instance, this basic model was proposed: 1. adjective+noun,
2. noun+noun, 3. noun-preposition+noun, 4. verb+4noun, 5. noun+verb,
6. coordinative phrases" (see Figure 2). The model only serves as a basis for
authors, because it is not assumed that all the items of the model would exist
in the case of all nouns. If it is possible, lexemes occur in the base form with
real usage simultaneously being taken into account, e.g. if some collocations
occur exclusively in plural, they will also be given in this form in the
exemplification.

E1kVil (kliknéte pro shaleni)
wysokoskalsky utitel, sttedoikolskoy utitel, tHidni utitel, soukromy utitel;
levahifikovany utitel, aprobovany utitel,

utitel déjepisu, utitel matematibey, utitel anghittng, uéttel télocviku,
utitel tance, ufitel hudby, ufitel autoSlooly,

utitel na zalkladnd gkole;
utitel vyutue, utitel uii, utitel pfednad, utitel znamloye;

utitel a Zak, ufitel a student, uéitel a rodie, ulitel a vychovatel,

Fig. 2. Exemplification

The usage of the so-called longer adapted examples remains an open question
— these sentence structures illustrating an important feature of the a lexical
item would be possible to use e.g. for exemplifying the valence of a verb.
These would thus be examples whose primary purpose would not be to show
real usage in texts but to emphasise a certain phenomenon.

The Exemplification tool in PRALED is structured into the so-called
exemplification blocks. Each block contains examples of a similar nature
recording the individual types of usage. As far as the order of the blocks is
concerned, it proceeds from unmarked examples to marked examples. First

12 We plan for coordinative phrases to appear in L 21 also in the form of quotational
exemplification, with their classification under collocations being rather a
processing aid.



196 Zderika Opavské and Barbora Stépankova

come independent blocks with non-quotational and quotational examples
whose main function is to indicate a typical and common usage of the word,
hence to illustrate the collocability, and further to provide an explanation of
the meaning. The following separate blocks provide examples requiring some
specific complementation: examples with marked usage, examples with
figurative usage, examples illustrating a specific grammatical or semantic
feature.

All exemplification blocks have had the same form designed for them (see
Fig. 3).

A special type of exemplification is the so-called ‘miniheslo’ (mini-entry).
This exemplification block has two different functions. It first aim is to show
certain types of multi-word expressions, for instance those that in the
hierarchical ordering of the given field specify a concrete species (e.g. the
mini-entries dub letni and dub zimni are placed under the lexeme dub in the
terminological meaning ‘botanicky rod stromt Quercus’). Secondly, it has a
so-called registration function. Although our current priority is to process
one-word lexemes, a proposal for the processing of multi-word items is being
simultaneously prepared. Therefore, also collocations, which are a transition
to a separate entry (i.e. to an idiom or another multi-word lexical item), are
recorded in the mini-entry. Owing to the possibilities of the form, a mini-
entry can be provided with explanation, a sufficient number of examples,
grammatical information as well as qualifiers; it is thus easily transformable
into the form of a separate entry.

Cislo Doklady

:_3 | T ok B | B r U |:| )

Nazew 1

MINIHESLO Syn2000|doc tztype=PUE doc tetnp=1936 doc. opus=by-1| Db letni, zvarng kfemelak biva
. mohutng#, ale to asi nend to nejlepd pravidlo. Oproti dubu zimnfmu nebeli drndlcovi ma Zaludy na

Nazev2  deld stopce.

dub letni

Viklad © Syn2000|doc. txtype=PUB, doc. temp=1999,doc. opus=mf990227| 3 ohledem na zimnd vidrébu

komunikaci soli vybirajl pracovnici zabyvajici se peti o zelefl také stromy pro vysadbu v Plan,
"Mapiiklad biiza bradavitnata &1 dub letni odolavai soli lépe, neZ nekteré druby lipy..

Cuuercus rabur

Dovwyklad

Pozndmka |

ExPR. | [ Ozewmi piznek | | poBovd pRizak |

Fig. 3. Exemplification — Mini-entry
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Exemplification, as one of the main outcomes of a lexicographer’s work with
language material, is an important information component of a dictionary
entry in L 21. An indisputable advantage of its database form is that it is
structured and unrestricted in space. Moreover, the very architecture itself of
the database is flexible enough even for the further needs of the compilers
which will arise during further elaboration of the conception of L 21.
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Abstract. In the paper we deal with the derivational relations in
Czech that form typical derivational nests (or subnets). Derivational
relations are mostly of semantic nature and their regularity in Czech
allows us to describe them in a way suitable for computer processing
and then add them to the electronic databases such as WordNet almost
automatically. For this purpose we have used the derivational version of
morphological analyzer Ajka that is able to handle the basic and most
productive derivational relations in Czech. A special derivational inter-
face has been developed in our NLP Lab at FI MU by means of which
we have explored the semantic nature of the selected noun derivational
suffixes (22) as well as verb prefixes and established a set of the
semantically labeled derivational relations — presently 14. With regard
to the verbs we have paid attention to the selected verb semantic
classes in connection with the derivational relations between selected
prefixes (4) and corresponding Czech verbs. As an application we have
added the selected derivational relations to the Czech WordNet and in
this way enriched it with approx. 30 000 new Czech synsets.

1 Introduction

In the highly inflectional languages like Czech the derivational relations
represent a system of the semantic relations that definitely reflects cognitive
structures that are used by the language users and should serve as base for
developing a linguistic ontology. Such ontology undoubtedly exists in the minds
of the language users but according to our knowledge it has not been written
down yet. Obviously, for language users derivational affixes (prefixes, infixes,
suffixes) function as formal means that express semantic relations necessary for
using language as a vehicle of communication. In our view, for those reasons
the derivational relations should be considered as having semantic nature
though a question may be asked what kind of semantics we are dealing with
(see Sect. 4). In any case it has to be remarked that grammatical categories
such as gender or number display a clear semantic nature. Thus our motivation
is to explore these issues and formulate derivational rules (D-rules) allowing to
generate automatically as many word forms as possible. Having these rules
would mean that it would not be necessary to compile and keep large lists of
stems (word forms).
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2 Formal and derivational morphology in Czech

In Czech words are regularly inflected (declined, conjugated) as they express
different grammatical categories (gender, number, case, person, tense, aspect
ete.) using affixes. This is what is called formal morphology in Czech grammars
and its description mostly deals with the system of the inflectional paradigms.
Then there is a derivational morphology which deals with deriving words from
other words, e.g. nouns from verbs, adjectives from nouns or verbs etc., using
affixes again. The derivations are closely related to the inflectional paradigms in
a specific way: we can speak about derivational paradigms as well, they are de-
scribed, for instance, in Pala, Sedlacek, Veber, 2003.

For Czech inflectional morphology there are automatic tools — morphological
analyzers exploiting the formal description of the inflection paradigms — we
work with the analyzer called Ajka (cf. Sedlacek, Smrz, 2003) and developed in
NLP Lab at FI MU. Its list of stems contains approx. 400 000 items, up to
1600 inflectional paradigms and it is able to generate approx. 6 mil. Czech
word forms. The dictionary of stems has served as a starting collection of data
for the study of the Czech derivational relations.

We are using Ajka for several purposes: lemmatization and tagging, as well
as a module for Czech syntactic analyzer, etc. We have also developed a
derivational version of Ajka (D-Ajka) that is able to work with the main regu-
lar derivational relations in Czech — it can generate new word forms derived
from the stems. The present version of D-Ajka deals reasonably with suffixes,
the processing of prefixes is the task we are working on.

2.1 Derivational relations in Czech

The D-relations cover a large part of the Czech word stock (up to 70 %). Here
we are interested in describing derivational processes (see examples) by which
new words are formed from the corresponding word bases (stems or roots). In
Czech grammars (Mluvnice CeStiny, 1986) we can find at least the following
main types (presently 14) of the derivational processes:

1. mutation noun — noun derivation,

e.g. kniha — knih-ovna (book — library), semantic relation expresses
location — between an object and its typical location. It also includes verb
— verb derivation which is realized by means of prefixation, see below
Sect. 2.2.1.

2. transposition (the relation existing between different POS):

noun — adjective derivation, e.g. noc — nod-ni (a night — night), se-
mantically the relation expresses property,
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agentive relation (existing between different POS):

verb — noun e.g. myslit — mysli-tel (think — thinker), semantically the
relation exists between action and its agent,

patient relation verb — noun,

e.g. povolat — povolan-ec (to conscript — a conscript), semantically it
expresses a relation between an action and the object (person) impacted
by it,

instrument (means) relation verb — noun,

e.g. horet — hor-dk (burn — burner), semantically it expresses a tool
(means) used when performing an action,

action relation (existing between different POS): verb — noun,

e.g. psdt — psa-n-i (write — writing), usually the derived nouns are char-
acterized as deverbatives, semantically both members of the relation
denote action (process),

property-va relation (existing between different POS):

verb — adjective, e.g. prodat — prod-any (sell — sold), usually the de-
rived adjectives are labelled as de-adjectives, semantically it is a relation
between action and its property,

property-aad relation (existing between different POS):

adjective — adverb, e.g. plng — pln-€ (full — fully), semantically we can
speak about property,

property-an (existing between different POS): adjective — noun,

e.g. laskavy — laskav-ost (kind — kindness), semantically the relation
expresses property in both cases,

gender change relation noun — noun,

e.g. 1idi¢ — Tidic-ka (driver — she driver), semantically the only differe-
nce is in sex of the persons denoted by these nouns (male — female),

diminutive relation noun — noun — noun,

e.g. kvét — kvit-ek — kvit-ecek (blossom — small blossom — wvery little
blossom or more typically a blossom to which a speaker has an emotional
attitude), in Czech the diminutive relation can be binary or ternary,

augmentative relation noun — noun,

e.g. chlap — chlap-isko (gquy — big, strong guy), semantically it expresses
different emotional attitudes to a person.

there are two more relations that are sometimes regarded inflectional but
in our view they belong to the derivational ones as well:

gerund relation verb — adjective: mluvit — mluvici (speak — speaking)
and passive relation verb — adjective (passive participle):

(koupit — koup-en, buy — bought)
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14. relations expressed by prefixation hold mainly between a base verb — de-
rived verb, e.g nést — od-nést (carry — carry away) or jit — pri-jit (go
— come). The inventory of prefixes in Czech consists of approx. 241
items and they form a grouping which consists of the core of about 19
primary prefixes, i. e.: do-, na-, nad-, o-, ob-, od-, po-, pod-, pro-, pre-,
pri-, T0z-, $-, Se-. u-, v-, vy-, z-, za-. Then there is a group of double
prefixes like do-pre, do-vy-, od-na-, po-vy-, po-na-, po-po-, etc., whose
number is quite large, about 190. Further, there are prefixes of foreign
origin coming mainly from Latin and Greek, e. g. anti-, dis-, des-, hyper-,
hypo-, inter-, intra, meta-, sub-, super-, etc.
Semantically, prefixes in Czech denote a number of different relations such as
various properties of motion, location, time, distribution, measure and some
others. The complete description of the semantics of Czech prefixes, however,
would be rather laborious, thus here we will show just the possible solutions for
few selected verbs of motion — see below Sect. 3.2.

3 Web interface for derivation relations

As we have already hinted the formal means epressing D-relations are affixes,
i.e. prefixes, stem-forming infixes and suffixes. For their analysis we have de-
veloped a web interface that allows us to find combinations of the nouns with
respective suffixes and verbs with corresponding prefixes. Infixes or intersegm-
ents can also be handled through the web interface but they are basically
covered by the list of stems — instead writing rules for changes in stems we
prefer to use more variants of one stem (mainly for technical reasons). We
could try to perform a deeper root analysis but this is a topic for a separate pa-
per.

As starting data we have used a list of noun stems taken from the stem dic-
tionary of the D-Ajka analyzer — it includes approx. 126 000 items. The similar
list of verb stems contains 42 745 items from which 4763 items are classified as
iteratives. The procedure of deriving both nouns and verbs consists of the three
basic steps:

1. a set of words is defined by means of the prefix, suffix and morpho-
logical tag;

2. defining a derivational rule — typically it is a substitution of
morphemes (suffixes) at the end of the word (noun) and prefixes at the
beginning of the word (verb);

3. manual processing of the obtained results (lists) — usually correcting or
deleting cases that cannot be regarded as properly derived forms
though they may follow the given rule.
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3.1 Nouns

An example of the derivational analysis for suffix —ik:: it occurs with the nouns
denoting an agent or instrument (means), e.g. zed-n-ik (bricklayer) or kapes-nik
(hankerchief).

First, we wanted to derive agentive nouns: so we have entered the suffix -k
and tag klgM (noun, masculine animate) and generated the list of all words
ending with -7k. The output is a list of 1210 nouns including proper names
(from the original list of 126 000 Czech nouns). To obtain instrument nouns we
input the tag klgl (noun, masculine inanimate). As an output result we get a
list of 715 nouns including proper names. The number of all words ending with
suffix -ik (disregarding the grammatical tag) in stem dictionary of Ajka is 1830.
The difference in the given numbers follows from the homonymy, for instance,
some nouns can be both masculine animate and masculine inanimate (e.g. the
noun ndcelnik can denote — chief as well as celenka — headband). Such cases
have been processed manually.

In this way we processed 22 Czech derivational suffixes and as a result we
obtained a detailed classification of the indicated derivations capturing
agentive, instrumental, location and also resultative relation, for instance spdlit
— spalenina (to burn — a burn) which should be mentioned as well. At the
same time the complete lists of all stems with the indicated suffixes together
with labeling their semantic relations between the stems and respective suffixes
were obtained as well. For the processed suffixes the coverage is complete (with
regard to the list of 126 000 Czech noun stems and ).

3.2 Verbs

The web interface works with verb prefixes in a similar fashion. For this
example we have selected four verb prefixes: do- and od- (they are semantically
symmetrical ), pri- and pred- (from the 42 745 items).

1. The derivational rule consists of the prefix do- and morphological tag
k5 — the web interface found 1239 verbs, 173 are verbs of motion. They
denote motion to a point (destination) (up, down), using legs or means
of transport (typically a vehicle).

2. The derivational rule consists of prefix od- and tag k5 — the web inter-
face gives 1598 verbs, the number of the verbs of motion with prefix
od- is 107. They denote motion from a starting point (up, down), using
legs or means of transport (typically a vehicle).

3. The derivational rule consists of prefix pri- and tag k5 — the web inter-
face yields 1318 verbs, from them 170 are verbs of motion. They denote
motion to a target (point, place, space).

4. The derivational rule consists of prefix pre- and tag k5 — the web inter-
face offers 1305 verbs, from them 207 are verbs of motion. They denote
a motion through an environment or over a barrier.
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Thus using the described procedure we are able to find pairs of the word forms
in which the first one is considered basic and the second one derived. The direc-
tion of the derivations is not always unambiguous but the most important goal
is to establish the relation itself — to decide about its direction is not so relev-
ant. There are also cases when changes in stem take place — they have to be
checked and added manually.

3.2.1 Verb classes and the selected prefixes

If we have a look at the rules defined for the derivational web interface and at
the resulting list of the verbs obtained by their application we can see that
they contain some semantic groupings.

In other words, we obtain classes that can be understood as verb semantic
classes, e. g. verbs of motion, verbs of motion with vehicles, verbs denoting
time properties of actions (apart from the aspect).

In NLP Lab at FI MU we are working on a lexical database Verbalex con-
taining complex valency frames for approx. 12 000 Czech verbs (Hordk,
Hlavackové, 2006). Within VerbaLex we work with verb semantic classes that
were originally adopted from the Levin’s list of English verb classes (Levin,
1993) and the list of Martha Palmer’s VerbNet project (Palmer et al, 1998, 395
classes). These verb classes have been translated and adapted for Czech lan-
guage. Presently, we work with approximately 100 semantic verb classes in the
VerbaLex.

It is necessary to stress that we initially started with Levin/Palmer’s classes
but within VerbaLex they were modified with regard to the predicate-argument
structures of Czech verbs, i. e. our classes are based also on the inventory of
the semantic roles denoting verb arguments. Thus, in building the semantic
classes we prefer semantic criteria against the alternations used by Levin. As a
result we get verb classes that are semantically more consistent than Levin’s.
This can be demonstrated, for instance, with the classes containing various
verbs of motion (see below). Then it becomes obvious that Levin/Palmer’s
classes mix up arbitrarily the verbs that should be kept apart and put together
the ones that are semantically different. This is a consequence of the fact that
the Levin’s criteria are more syntactic (alternations) than semantic.

When we started working with verb prefixes we realized that they also allow
us to make the verb classes more consistent and less arbitrary as well as closer
to the real lexical (corpus) data. This follows from the fact that in Czech
prefixes determine and modify verb meanings in a quite regular way. The
derivational interface makes it possible to generate all verbs with the selected
prefix from the list of the verbs (morphological database). In this way the
prefixes help us to find semantically homogenous groups — classes — of verbs
that can be confronted with the existing Levin/Palmer’s classes.
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Regularity of the prefixes can be demonstrated on the following group of the
verbs of motion — they denote typically motion performed by humans or ani-
mals using their legs — those verbs can occurr with all following four prefixes:
do-, od-, pTi-, pre-:

batolit se (toddle), -béhnout (run), belhat se (walk with a limp), capat

(toddle), capkat (totter), cdrat (saunter), cupat (patter), cupitat (scurry),

cupkat (patter), courat se (stroll), dupat (stomp), dusat (stamp), ficet

(zoom), hndt se (rush), hopkat (trip), hopsat (skip, jig), hupkat (frisk),

hupsat (caper about), jit (walk, go), klopgtat (stumble), kolébat se (waddle),

kulhat (limp), kulit se (trundle), kutdlet se (roll), lézt (crawl), pajdat

(hobble), peldsit (scamper), plahocit se (plod), plazit se (creep), pliZit se

(sneak), plouhat se (trudge), plouZit se (struggle along), pochodovat

(march), potdcet se (stagger), ritit se (dash), skocit (jump), skotacit (frolic),

skobrtat (trip up), slapat (step, cycle), smajdat (drag along), smatlat (drag

along), Sourat se (shamble), $trachat se (drag oneself), tapat (patter),
valit se (roll, draw near), vandrovat (ramble, hike).

Thus we have do-béhnout (reach, get to), od-béhnout (run aeway from), pri-
beéhnout (dash in), pre-béhnout (run across, run over) and similar derivations
for all the verbs in the list.

Some English equivalents above may be rather near synonyms, we give here
only the senses related to a motion. The existing dictionaries are not reliable in
this respect except for Fronek (2000).

4 What is the nature of the D-relations?

In sect. 2.1 we have introduced the labeling of the Czech D-relations. The ques-
tion may be asked what is the real nature of D-relations, whether it is semantic
or rather morphological (formal). The D-relations exist between morphemes,
typically between stems and corresponding suffixes or prefixes. This formal fea-
ture makes them different from the relations between sentence constituents, as
e.g. between verbs and their arguments. However, the main criterion is whether
the particular relation affects meaning irrespective of its formal realization.

If we apply this criterion to the D-relations discussed above, such as deriv-
ag, deriv-loc, deriv-instr, deriv-g, deriv-dem, deriv-pos, deriv-pro, we definitely
come to the conclusion that their nature is semantic.

D-relations like deriv-an, deriv-na, deriv-dvrb, deriv-ger, deriv-aad, deriv-
pas are sometimes characterized as morphological only and their semantics is
left aside. The first two relations hold between nouns and adjectives and both
denote properties (e.g. deriv-an: novyj — novost (new — newness)), but we
have to take into account that there is something that may be called semantics
of the parts of speech, i.e. in one case property is expressed by the adjective
and then by the noun which is derived from the adjective. Deriv-na denotes
property as well but here the adjective is derived from noun as in boj — bo-
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joung (fight — combative). The relation deriv-dvrb exists between a verb and
noun, e.g. ¢ist — cteni (read — reading), and it denotes action which is first
expressed by the verb and then by the deverbative noun. We can say that in
these cases the only difference lies in the optics of the individual parts of speech
but this difference should be understood as semantic as well. However, it
should be remarked once more that quite often the differences in the semantics
of the parts of speech are not treated as truly semantic.

If we look at what standard Czech grammars (see e.g. Karlik et al, 1995)
say about the semantics of the parts of speech we find the formulations such as:
nouns denote independent entities, i.e. persons, animals and things and also
properties and actions. Verbs then denote states and their changes and
processes (actions) and their mutations. These descriptions certainly refer to
the semantics of the nouns and verbs. They are usually followed by the
explanations about morphological processes, i. e. usually derivations by which
some parts of speech are formed from the others, as we have described them
above. What is relevant and what is missing in the standard grammars are
more detailed and extensive semantic classifications of nouns, verbs, as well as
adjectives and numerals. They are beginning to appear only recently and have
the form of ontologies — the standard grammars do not use this term at all.

4.1 D-relations and verb prefixation

The situation is slightly different for the relation that was labeled as prefixation
above. Here prefix is a formal means that denotes the meaning of the derived
verb, thus it is possible to speak about the meanings of the prefixes. Their
descriptions can be found in literature (Slosar, Rusinové, 1982) but they take a
form of the examples without considering more complete data. What we try to
show here is how the picture may look like with larger data. However, the task
is quite complicated and we can offer just an outline how the prefix relations
could be processed.

If we take prefixes do- and od- the relations induced by them are the follow-
ing:
a) do- denotes motion to a point or place (space) — do-jet (arrive), do-
jit (come to)
b) time — finishing an action — do-¢ist (finish reading)

¢) additivity — do-lit (fill up).
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Prefixes do- and od- are semantically symmetric with regard to a), so do- de-
notes:

a) motion from a point or place (space) — ode-jit (go away), od-jet

(leave by a vehicle)

b) fulfilling an obligation — od-pracovat (work-off)

¢) time — completing, finishing an action — ode-hrdt (play out).
Two remarks have to be made:
first, verbs of motion in Czech differ depending on what means of transport
they imply, e. g. legs or vehicles — this difference is not expressed systematically
in English (see e. g. class escape-51.1-1 in Levin/Palmer’s classification),
second, one group of the motion verbs occurs with an Agent (human, animal,
vehicle) only (pri-jét, come) while other verbs of motion have two obligatory
actants, i. e. moving Agent and moved Object (nést knihu — od-nést knihu,
carry a book — carry away a book). In our view, these distinctions should be
reflected in the different semantic classes, which, however, is not always a case,
see, for instance, Levin/Palmer’s class run-51.3.2-1.

5 Results — an application

A possible application of the above mentioned processing D-relations by the
derivational Ajka (apart from prefixation) is adding derived literals (lemmas)
to the Czech WordNet. The final result — the number of the literals generated
from the individual D-relations is given below together with their semantic
labels:

deriv-na 641 (property, noun — adj)
deriv-ger 1951 (property, verb — adj)
deriv-dvrb 5041 (action, verb — noun)
deriv-pos 4073 (possessive, noun — adj)
deriv-pas 9801 (passive, verb — adj)
deriv-aad 1416 (property, adj — adverb)
deriv-an 1930 (property, adj — noun)
deriv-g 2695 (gender, noun — noun)
deriv-ag 186 (agentive, verb — noun)
deriv-dem 3695 (diminutive, noun — noun)
Total 31429 literals

These numbers also tell us how productive the particular relations are. Note
that the most frequent is passive relation which is followed by the deverbative
(action) relation. The third most frequent relation is a possessive one. It would
be interesting to examine what these facts can tell us about semantic structure
of texts.
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Enriching Czech WordNet with the D-relation makes it possible to capture
other semantic relations than the basic one (synonymy, hypero/hyponymy, ant-
onymy, etc.) in this electronic lexical database (Pala, Hlavackova, 2007).

6 Conclusions

In the paper we present the first results of the computational analysis of basic
and most regular D-relations in Czech using derivational web interface and de-
rivational version of the morphological analyzer Ajka.

Though the analysis is far from complete at the moment the number of the
generated items has led us to the decision to include them in Czech WordNet
and enrich it considerably with the derivational nests (subnets). In our view,
this kind of enrichment makes Czech WordNet more suitable for some applica-
tions, namely for searching.

The second and even more important reason for doing all this is a belief that
the derivational relations and derivational subnets created by them reflect basic
cognitive structures existing in natural language. More effort is needed to
explore them from the point of view of now so popular ontologies — they cer-
tainly offer an empirical ground (on the formal level they are expressed by the
individual morphemes) for natural language based ontologies.
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Abstract. This paper informs about the wider framework of work
activities within the research plan Creation of a Lexical Database of the
Czech Language of the Beginning of the 21" Century, where the central
position is given to LEXIKON 21 and PRALED. Further goals of the
Department of Lexicography and Terminology of the Institute of the
Czech Language of the ASCR, v. v. i. are the consolidation of existing
material collections and descriptive databases in cooperation with the
Department of Data Electronisation: digitisation of collections of
excerption slips, creation of new excerption databases as well as
digitised versions of dictionaries. The final objective is to present our
results to both the professional and general public.

The strategic goal of the institutional research plan Creation of a Lexical
Database of the Czech Language of the Beginning of the 21* Century (2005—
2010), implemented at the Institute of the Czech Language of the ASCR, v. v.
i. (hereinafter only ICL), is a comprehensive preparation for the creation of a
modern monolingual dictionary. Especially the Department of Lexicography
and Terminology (DLT) in cooperation with the Department of Data Electroni-
sation (DDE) have participated in the realisation of this singular project. The
individual aspects of the main stream of the work — the design of software
tools, a number of conceptual and realisation questions — are dealt with in
other papers of the members of the DLT in these proceedings. Here we would
like to inform briefly on the wider framework, which comprises miscellaneous
activities focused especially on the creation of the material, technical and
personnel prerequisites for lexicographic work, including the presentation of
lexicological and lexicographic research for the wider public using modern
information technologies.

The research plan contributes to creating an integrated database system
consisting of a number of component parts which have so far existed either in

1 This paper was created within the research plan of the ICL of the ASCR, v. v. i.
Creation of a Lezical Database of the Czech Language of the Beginning of the 21"
Century (AV0Z90610521) and within the research project of the ASCR Resources
and Tools for Information Systems (1ET101120413).
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isolation or only in printed form. The component wholes will be interconnected
into a uniform search environment, which will facilitate effective searching both
in the database as a whole and in the individual component files. The data
made accessible will additionally be possible to use for various linguistic
purposes, e.g. for further lexicographic elaboration or any general linguistic
studies in the area of lexis.

When fulfilling the tasks of the research plan, we plan to build on the scien-
tific results of a number of cooperating workplaces. Extensive cooperation has
been established chiefly with the Centre for Natural Language Processing of the
Faculty of Informatics of Masaryk University in Brno. We further cooperate
with the Institute of Theoretical and Computational Linguistics at the
Philosophical Faculty of Charles University (PF CU) and with the Institute of
Formal and Applied Linguistics at the Mathematical-Physical Faculty of
Charles University. An especially significant partner is also the Institute of the
Czech National Corpus at the PF CU, administering the extensive text corpora
SYN2000, SYN2005, SYN2006PUB and others.

The existing research plan is in accord with the overall strategy of the ICL
to build a database of the rich lexis of the Czech language and progressively
make it accessible in such a way that it would be possible to both extend it
further and use it optimally. In terms of the strategic goals of the workplace,
this also involves the preparation of existing primary and secondary resources
of lexical material for their use at a new technological level — specifically the
scanning and description of the lexical collections, the digitisation of the dic-
tionaries created at our workplace, the transfer of our electronic collections to a
higher technological platform, etc. The aim is the above-mentioned uniform
user environment joining an entire range of component databases, descriptive
as well as material.

The central place among the descriptive databases will be taken by the very
detailed, contemporarily-conceived lexicographic description of Czech lexis
named LEXIKON 21 (hereinafter L 21), see the paper by J. Svétld in these
proceedings. The main content of the research since the beginning of the work
on the research plan has been the creation of a lexicographic workstation
customised for our goal: on the one hand the development of the software for
the description of lexical items (PRALED) and for work with material
(PRAMAT), see the paper by Z. Opavska and B. Stépankova here, and on the
other the elaboration of the conceptual questions of the future multifaceted
description of the lexis (see also the papers of J. Svétld, M. Voborska,
E. Birkhahnova and V. Chudomelové in these proceedings).

We further strive for the creation of a number of dictionary databases of
already-published dictionaries transferred into electronic form. The following
works are already accessible now in various applications and in different modes:
Prirucni slovnik jazyka ceského [Reference Dictionary of the Czech Language],
hereinafter only as PSJC [9], Slovnik spisovného jazyka ceského [Dictionary of
the Standard Czech Language], hereinafter as SSJC, [12], Slovnik spisovné
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cestiny pro skolu a verejnost [Dictionary of Standard Czech for Schools and the
General Public], hereinafter as SSC [10], [11], Akademicky slovnik cizich slov
[The Academic Dictionary of Loanwords in Czech] [1], cf. also [17]. These
publications have been made available as electronically-stored texts for the
internal purposes of the research team: Retrogrddni slovnik soucasné cestiny
[Retrograde Dictionary of Contemporary Czech] (on the basis of the Czech
Academic Corpus) [16], Slovnik slovesngch, substantivnich a adjektivnich vazeb
a spojeni [Dictionary of Verbal, Nominal and Adjectival Phrases and
Collocations| [15], Novd slova v éestiné. Slovnik neologizmi 1 [New Words in
Czech: A Dictionary of Neologisms 1], hereinafter as SN 1 [7], Novd slova
v cestiné. Slovnik neologizmi 2 [New Words in Czech: A Dictionary of
Neologisms 2], hereinafter as SN 2 [8], Cesky jazykovy atlas 1 [Czech Linguistic
Atlas] [2], the work Slovesa pro prazi. Valencni slovnik nejcéastéjsich ceskijch
sloves [Verbs In Practice: A Valency Dictionary of the Most Frequent Czech
Verbs| [14] is being electronised, we plan to scan the publication Co
v slovnicich nenajdete. Novinky v soucasné slovni zdsobé [Not Found in Dic-
tionaries: New Words in Contemporary Czech Word Stock] [13] in the future.
When developing this segment of the lexical database, it is necessary to respect
not only intellectual property rights but also copyright and the interests of the
publishers, therefore there will be certain limitations in the accessibility to
individual works and distinctions will be made between them. It will be used
mainly for searching component information for scientific or other non-
commercial purposes.

The electronisation of historical dictionaries is greatly to the credit of the
DDE. This task converges with research projects on language development and
partially overlaps them®. The reason for this is that the conception of pro-
cessing the main multi-volume works (the dictionaries of Jungmann [5],
Gebauer [4], Kott [6]) offers important reference information also for the
processing of the contemporary language and the same may be the case with
smaller dictionaries, e.g. subject-based, but also older until the so-called middle
period. For the sake of the optimisation of uniform searching, it will therefore
be necessary to unify the user environments (search engines) created up to now
of various electronic forms of historical as well as more recent dictionaries and
progressively incorporate them into a new, unifying system. The vision of a
universal search engine which would go through the indexes has the working
title ‘lemmarium’. The gradual sharpening of the contours of its conception will
preserve the specifics of individual dictionaries; however, it cannot be excluded
that experience and technical possibilities will also provide this outcome of the
project with solutions which have been beyond the current horizon. The

2 See the website Vokabulaf webovy [Web Vocabulary],
http://vokabular.ujc.cas.cz
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connection of the lexical archive of the ICL with the electronic form of PSJC
[9] (see below) just being implemented is a step in this direction.

There are two types of material databases which the DLT of the ICL has at its
disposal — one part has been designed and developed as software products with
various purposes, the other part is being created by the gradual electronisation
of the lexical collections of the workplace. The neological database of the DLT
was already established within the project Popis nové slovni zdsoby s vyuZitim
pocitacové techniky [Description of New Vocabulary Using Computer Techno-
logy] (1994-1996) and progressively complemented with new data in the course
of the subsequent grant projects (Systémotvorné procesy neologizmi v soucasné
cestiné [System-Forming Processes of Neologisms in Contemporary Czech],
1998-2000, Internacionalizmy v nové slovni zdsobé cestiny [Internationalisms in
the Present-Day Word Stock of Czech], 2001-2003). Its first part with the
working title ‘Archiv 1’ contains 203,000 electronically stored excerpts (see Fig.
1).

I wH2 - [wh_archivi] =gl
i3 Soubor Uprawy Formdt  Excerpta  Definice nabidsk  Mastroje  Okno  Napowéda Napavéda —zadejte dotaz ~ - & X
§ Prohien - | 5 |8 = [E]E @ vee- 1| feeeni- 3l ELIFe- G WY 7 E WY

Fiejit na zaznam

Heslo liumalistika Slovni druh [podst 2 =] Frazém I = |
Podhesli !vy§etfovacw’ 2urnalistika Helmgrédnélak\tswlanrué

Walence 1 | Walence 2 |

Titulek |S kodarkem a reportanim mikrofonem Obar ! =] Druhitestu lm
RAubrika [TV J= | Podrubrika [Co si mysli.. J= |
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Fig. 1. WinHesla2 Program — an excerption card

This collection of neologic lexical material gave rise to two dictionaries of neo-
logisms — SN 1 [7] and SN 2 [8]. In accordance with the new tasks of the DLT,
the excerption was expanded to the phenomena of synchronic dynamics not
captured in the existing dictionary works. The methodology of work was also
updated — much more actively taking advantage of the electronic text archives
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(Newton) [21] and internet sources. A specific task is to ensure the compati-
bility of the database of neologic material with the new software of the
workplace. The Excerption program WinHesla2 (programmer B. Lehecka)
works in the database environment of MS Access 2003, which has its limita-
tions, and therefore we expect to transfer the data and user interface to a more
flexible platform. We are also planning to augment the excerption by the
terminological level in a separate database.

The database created on the basis of the lexical archive of the ICL, con-
taining 9.5 million card excerpts of general (Modern Czech) lexis has enormous
significance. It is priceless material, which made it possible for exemplary
monolingual dictionaries of the Czech language, PSJC [9], SSJC [12], SSC [10],
to be created. An electronic form of the archive is now being developed — the
complete collection of excerpts has already been scanned and the images of the
excerption cards are currently being annotated and inserted into a database
(programmer M. Spousta). More than 4 million cards have been prepared in
electronic form in the database so far. The interconnection of the database of
the lexical archive with the electronic form of PSJC [9] (programmer
P. Kvéton), allowing simultaneous work with both collections (see Fig. 2), is
unique.

Vyhledat heslo: [veverka Hledsj Regul Zobrazit: M Ffiruéni slownie W Eartotéku
» veverka, -y f malt leswi hlodaver, Zifici na Tobrazeny karty 1-3 z celkem 11 ﬁl

stramech a vyeradufict se mritnostl.
Wevetky behaly po vétwich H4l MElai
veverku krotkou, ale rozpustilou. v s E

veters piichazlvala Kristla, déwie jako veverka £

learafiat, Giperna jakco veverka Mém Veverkou

wyiplhal se a% k samému vrchohs seerdtad. Smil pé¥ite veverku s lasidkou - ddvdte dohromady véed,jed
Zool. veverka obecnd druh ssaved z Seledi nelze srovadvat

Sriuridae, Sciurus vulgaris, DZemdd,

chmelafsky pFistra) na upeviovdnt "Vtipné vymydleno,Jandekm, takticky,ale pdfite yeverkn
drdtének na hlavaim drétu, Wb, druh 8 lasidkou,"

hovéziko mase ze stfedni Sasti brawice.

1962 Jos.Sekera,Cerv. dolomén, 13,51

3?,:« rcte? W'ﬁ%‘;"m,éw“ﬁ lascie, Lofirit

1956 fon-Jrmneeed, ey Yorred, 1573 (Trwse

Fig. 2. Word found simultaneously in PSJC [9] and
in the database of the lexical archive




214 Albena Rangelova and Jan Kralik

Smaller, collections of linguistic and technical terminology significant on their
own (almost 300,000 electronically documented and glossed excerpts) have also
been transferred into electronic form, and their database version will be
available on the internet. These will gradually be joined by further material
collections in electronic form, e.g. an extensive dialectological archive, lists of
place-names, a collection of personal names, etc., and also smaller useful cata-
logues prepared at the Department of Language Culture as well as in individual
research projects.

A specific area of work, which will require proper attention, is the presen-
tation of scientific results for the wider public. Alongside the already-existent
webpages of the ICL, we plan to put into operation a web nest of the DLT,
where joint applications with graduated user rights will be available (some of
the content components will continue to have an internal, purely working
character also in the future). Currently, the applications Database of Indexes
and Bibliographic Database have already been prepared. The Database of
Indexes presents a union list of entries of PSJC [9], SSJC [12], SSC [10] and
Frekvencni slovnik cestiny [Frequency Dictionary of Czech] [3]. For the needs of
analytical work, also some unpublished integral wholes of words, e.g. a proposal
of a list of entries of the lexical standard, were incorporated into the database
of indexes’. In this database, a lemma can be searched for by entering a
character string while selecting its placement (at the beginning or end of a
word), see Fig. 3.

Vyhledavani v databazi

Hledat

katelny
Pouze zadana sekvence:

Zadana sekvence na zacatku slova:

D@0

Zadana sekvence na konci slova:
Yie:

Hledany vyraz: katelny

Hledany vyraz Slovnik:
makatelny ssjc, psic,
nafikatelny ssjc, psic,
nenafikatelny psic,
nepietkatelny ssjc, psjc,
nezlakatelny psic,
uzamykatelny fsc, ssjc, psic,
zamykatelny ssjc, psic,
ziskatelny ssjc, psic,
seivykatelny psic,

Copyright @ 2006-2007 Ustav pro jazyk fesky AV SR, v v i | Design & programming @ e-Assistance.cz

Fig. 3. Database of indexes with the displayed chain at the end of a word

3 This index was created in the ICL in the 1970s as internal working material for a
task which was discontinued; it is preserved as a manuscript without the authors
listed and undated.
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Using this application, it is possible to acquire information quickly on in which
dictionary the searched-for expression appears as a head word. So far, it has
been possible by clicking on the abbreviation of the title of a dictionary to gain
information on the dictionary work in question, in the future we plan to make
it possible to jump directly to the searched-for head word in the text of the
dictionary. The database of indexes will gradually be complemented by further
lists of entries and in future will become the starting point for the so-called
‘lemmarium’ as an integral search engine including the lists of entries of
material collections, digitalised dictionaries and other, not only lexicographic
databases.

The bibliographic database of the DLT, which will also be accessible from
the web nest being developed, contains structured bibliographic records related
to lexicographic work. It is already functional and fully available for the
internal needs of the department (see Fig. 4). Prospectively papers and studies
by members of our department will be incorporated into these databases, espe-
cially texts related to the research plan, which have been published in less
accessible sources (with bibliographic data shown).

Hledat

HOME | ODHLASIT SE Ffihlaseny uZivatel Rangelova
Nalezené zaznamy

Radit podie: |autara | [vzestupné - | PoBet nalezenych zaznami: 27

Autor: Filipec _sbornik Eldnek referat ¢

Kateqgorie: Frazeologie

2| prace slounik jing

Autor Elanku: FILIPEC, J. Rak wydani: 1973 VIoZil{a): Miroslava Frankova 28.04.2007
Ekvivalenty a synonyma v slovni zasobé. In Slovo a slovnik, Bratislava 1973, 5. 131-143,
Kligows slova: ekvivalenty, synonyma

Poznamky k publikaci (D)

Kategorie: Lexikologie

Autor Elanku: FILIPEC, Josef Rak wydani: 1970 vloZil{a): Opavska 01.03.2005
K otdzce invariantu a variant v lexikalni sémantice. Slavica Slovaca, 1970, r, &, £, 3, 5. 272-280,
Klicova slova: lexikalni sémantika, invariant, varianty

Poznamky k publikaci (0}

Fig. 4. Bibliographic database with searched-for sample of the records
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It is further planned that until it is possible to publish all the material
collections of the ICL, samples of the material, both scanned and newly
excerpted, will be published at the web nest. These samples will be accom-
panied by information on the lexical archive of the ICL, or information on the
individual collections. It will also be possible to place examples of the new
lexicographic description here: in the final phase of the work (in 2010), selected
sample entries from L 21 will be placed here which will be prepared for the
public and will fulfil the functions of earlier sample issues with the possibility of
feedback (by using the section “Write us”).

In conclusion, it is still necessary to mention that such a demanding task as
the presented research plan is presupposes the creation of appropriate technical
and personnel conditions for long-term research activity, therefore the impor-
tant organisational facets of our work are the building of a research team
(engagement and scientific preparation of new colleagues) and the optimal
usage of new technological opportunities (the provision of appropriate work-
stations and server to be used only for the needs of the research plan). Owing
to the new technological conditions, it is possible to increase significantly the
efficiency of communication and discussion within the working team: the
internal communication environment with the working name ‘Férum’ is being
developed, which will also be used for the recording and resolving of component
problems of a conceptual and realisation character.

The institutional research plan Creation of a Lexical Database of the Czech
Language of the Beginning of the 21* Century (2005-2010) is in its complexity
directed towards the creation of a comprehensive collection of linguistic,
especially lexical data, whose further usage will be of a fundamental scientific-
recognition, documentary as well as nationally and culturally prestigious
consequence. Within the plan, the methodical, methodological and techno-
logical prerequisites of modern research work are being established in the areas
of lexicology and lexicography, focused on the preparation of a new mono-
lingual dictionary of the Czech language. The implementation of this research
plan will not only bring specialised scientific results (extensive information on
Czech lexis) but will also significantly contribute to better familiarity of the
public here and abroad on the Czech lexicographic tradition as well as the
current research on lexis.
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Bilingual dictionaries are essential for the work of everybody who has to do
with foreign languages — students, teachers, translators, interpreters, travellers
and many others. It is clear that a dictionary serves here as a helper in the
intercultural dialogue of two or more personalities. Communication is the basis
of every human interaction and it consists of several components, according to
the theory proposed by B. Gorodetsky. He talks about the following aspects of
any “communicative act”: communicants, circumstances of communication,
system of communicative intentions, communicative processes, and communi-
cative texts [1]. When the interlocutors speak different languages, they will be
probably also involved into the communicative process of translation, but the
scheme of the interaction in the main remains the same.

Thus, a bilingual dictionary, being a communicative tool, is undoubtedly
based on the theory of translation. As the prominent translator V. Komissarov
said, translation is “a means to assure a possibility of communication between
people speaking different languages” [2]. The possibility of translation roots in the
notion “equivalence”. It goes without saying that a complete equivalence of linguistic
units is impossible, it can be only partial. This fact was pointed out by many
prominent linguists and lexicographers, in particular, by Sherba [5]. So the aim of a
lexicographer (here he acts as a translator) is to find the closest possible equivalent to
a given lexeme.

In our work we do not consider all dictionaries in general, but mainly so-
called “active” dictionaries. As we know, there exist active and passive
dictionaries (depending on the native language of the users), as well as
bidirectional ones which incorporate both types. Active dictionaries are meant
for translating from the native language into a foreign one, passive dictionaries
are for the opposite task — they give an equivalent in our native language for a
lexical unit in a foreign language. The former reflect the active language skills
(speaking/writing), the latter — the skills of reading and listening.

Our scientific interest focuses on active dictionaries because it is usually more diffi-
cult to find an appropriate equivalent in a foreign language than vice versa. Moreover,
an imperceptible mistake in the translation to a foreign language can have serious
consequences — so-called “communicative failures”. Due to the tangible lack of high-
quality active bilingual dictionaries, very few ones meet the requirements of
translators and interpreters who seek exact equivalents appropriate to a given
context in the broad sense of the word. As in most Russian-foreign dictionaries
translation equivalents are simply listed without any differential information,
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the choice of an adequate word or expression proves to be a complicated task.
We are convinced that a good bilingual dictionary should distinguish among
several quasi-synonymic translation versions in the target language.

Nowadays most monolingual English dictionaries are compiled according to
a user-friendly conception (i.e. it is easy to use them) and are based on large
text corpora (e.g. Longman Dictionary of Contemporary English (LDCE) and
Collins COBUILD English Language Dictionary (CCELD), Oxford Advanced
Learners’ Dictionary (OALD)). We would be happy to implement some of their
principles of synonymic differentiation in Russian bilingual dictionaries as well.

We propose a rather detailed description of dictionary compilation process
which consists of three stages [4]:

e The elaboration of the dictionary parameters and structure;
e The study of lexemes and compilation of the dictionary;
e The experimental verification of the dictionary.
It is worth mentioning that it is a work scheme and can be modified later.

First of all, a comprehensive study of several contemporary Russian-English
dictionaries has been carried out (among them well-known paper-back
dictionaries under the editorship of A. Smirnitsky, D. Ermolovich and the
latest e-dictionary Lingvo). This analysis served as a base for the elaboration of
the Russian-English e-dictionary entry structure paying special attention to the
types of information presented there. We maintain that the difference between
quasi-synonymic equivalents can be accounted for by the sublanguage to which
the units belong. Nevertheless, other factors, such as collocations, style etc.,
play an important role in their differentiation as well.

We resort to computer interface because it has the advantage of hierarchical
information presentation within the dictionary entry, which facilitates the
search of the appropriate equivalent. Hilary Nesi, a British lexicographer, re-
cently observed that “computer dictionaries offer three great potential benefits
for users: they are quick and easy to use, they can provide access to large
amounts of data, and they are interactive” [3].

Having accumulated all the necessary evidence, we started to compile
experimental e-dictionary entries for some Russian lexemes using our new
principles of information presentation. As an example of an entry for a Russian-
English learners’ dictionary the most frequent headword in our database of
quasi-synonyms “craHoBuTbCsi/cTaTh” (meaning ‘become’) was chosen, and a
suggested dictionary entry was compiled in three formats: extended, normal
and compact. Further we present the “compact” version of the pilot entry:
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HNPEIJIATATD, IPENJIOKHTD  npennoxenue
ppa3zvl Ona cumyauuu
= [eJiaThb, caeJiaTh NPEIJIOKECHHE HPE ZJIAFA TB

= BHOCHTb, BHECTH IIPe IJIO)KEHHE
la. (JATb YTO-TO) to offer sth. (to sb.)/sb. sth. = an offer
CM. TaKKe: = dasamv, npedocmasasmo, NPenoGHOCUND, NPOMSZUBANTD,
nodasams, 6pyuanms, dapums, NOKA3bIEAMb, NPEABAEAAMb;
S Opamv, npuHUMAM® / OMKA3LLEANMBCS,
16. (TOBAPbBI HJIH ¥ CJIYTH) to offer sth. to sb. /sb. sth. = an offer

CM. TaKkxe: = npodagams, omdasams,

& Opamp, noKynamse / omKa3sléamucst
1B. (CBOH Y CJIYTH, CAEJIATH UTO-TO) to offer to do sth. = an offer
CM. TaKxKe: = B8bI3bIBAMBCSL, 3ASIBASMND
2a. (IIOITPOCHTD)  to suggest that sb. do sth. = a suggestion
to propose (a toast, marriage) to sb. acezda c «to»
CM. TaKkxKe: = npuzaauiams, RPOCUMb, Y208apUuéams, dzumuposanm,
Xxodamaiicmeosants, MOAUNTb, 364D,
S cozaaumamsbCsi/omKazel8amsCsi
20. (IIPEQITHCATB) to order sb. (to do sth.) = an order
CM. TaKKe: = mpebosanb, npednucbIBams, NPUKA3bIBANTb, HAKA3bIBANb,
KOMAHO06aMb, PACNOPAACAMBCS, 8e1€Mb,
& 8bINOAHSIMb / OMKA3BIBANCSL, He BbINOAHSIMb
3a. (HEMATEPHAJIPHOE) to propose sth./that... ogpuu.
(HAEIO, ITVIAH) to suggest sth./(that)../doing sth./wh- = a suggestion
(BMECTE COEJIATH 9TO-TO)
to suggest sth/(that).../doing sth./wh- = a suggestion
CM. TaKxe: = coobwams, 8bICKA3bI8AND, BHOCUMb, CINABUMY, NOOABAD,
HameKanmb, HaMaaKueams, CoO8enosantb, peKOMeHA08anb,
Yybeorcdams, sHyuwams,
S NPUHUMAMD, COZAAUATMBCSL / OMKAOHSINb, B03PAACANTD
30. (KAHIHIATYPY ) to suggest sb. for sth. = a suggestion

CM. TAKXKeE. = 6bl£73uzamb, 8blCMmas.1sime, peKomeHo"osamb, HOMUHUposano

& gblOUpams, NPUHSIMb / OMKAOHSING

YIIPAXKHEHHA
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As you can notice, this entry was meant to serve as a thesaurus for English
learners who probably would like to study other synonyms, antonyms,
hyponyms, conversives and other related words for the given Russian head-
word. In a computer dictionary this supplementary information can be hidden
so that only those who need it could see it. The electronic format present many
other interesting possibilities which we plan to explore in future.

The present research is our first attempt at the optimization of a bilingual
dictionary entry and it may have further implications in both theoretical and
practical lexicography. It can help lexicographers to compile bilingual diction-
aries appropriate to their users for any language pair.

References

1. Gorodetsky B.Y. Kommunikativnye osnovy teorii iazyka. // Metody sovre-
mennoi kommunikacii. — Moscow, 2003: page 88.

2. Komissarov V.N. The Theory of Translation: Linguistic Aspects. — Moscow,
1990: page 37.

3. Nesi H. Dictionaries on Computer: How Different Markets Have Created
Different Products
http://www.tu-chemnitz.de/phil/english/chairs/linguist/real/independe
nt/1llc/Conferencel1998/Papers/Nesi.htm

4. Rumyantseva E.A. Aspects of the compilation of bilingual learners’ e-
dictionaries.
http://dialog-21.ru/dialog2006/materials/html/Rumyanceva.htm

5. Shcherba L.V. Slovari s medoticheskoi tochki zrenia // Prepodavanie iazykov
v srednei shkole. Obshie voprosy metodiki. — Moscow, 1947: page 91.



Corpus of Spoken Slovak Language

Milan Rusko! and Radovan Garabik?

1 Department of Speech analysis and Synthesis, Institute of Informatics,
Slovak Academy of Sciences, Bratislava, Slovakia
milan.rusko@savba.sk

2 I, Star Institute of Linguistics, Slovak Academy of Sciences, Bratislava, Slovakia
http://korpus. juls.savba.sk/

Abstract. In this paper a short description of activities towards build-
ing a general speech corpus of spoken Slovak language is given.
Different roles and specific features of text corpus and speech corpus are
investigated as well as the most frequent mistakes and misunderstand-
ings of the concept of a speech corpus are mentioned. The concept of a
big representative corpus of spoken language and its desired properties
are presented. The paper gives an overview of the current state of the
art in speech corpora all over the world. It explains the need for a
national speech corpus and indicates some of the typical areas of
research and applications taking advantage of the existence of such a
corpus. The speech databases currently available in Slovakia are listed
and the particularities of annotation structures of these databases are
pointed out. The authors search for a general annotation structure
suitable for the kind of speech corpus envisaged. Some of the basic con-
cepts and technical solutions used in recording and computer aided
annotation used for the existing speech corpora are described. The most
significant problems standing in the way of building a big speech corpus
are pointed out. Furthermore, a pilot version of a speech corpus is
presented, containing several recordings and their orthographic
transcription.

Keywords: speech corpus, database, spoken speech, Slovak.

1 Introduction

Speech corpora play an irreplaceable role in present-day automatic speech
processing research and development. The information obtained from speech
corpora and databases is used for building acoustic models for speech recogni-
tion, language models for natural language processing, dialogue models for
dialogue management in human-machine interaction and many other purposes.
Special speech databases are being built for “unit selection” or “corpus based”
speech synthesizers. Every database is built for its particular purpose and is
therefore application specific with regards to the choice of speech material and
annotation aimed at covering the needs of the actual application.

It would certainly be helpful to have a general speech corpus available for
the Slovak language that would allow for broad research in many scientific
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areas ranging from linguistics, stylistic analysis, research of dialects, phonetics,
phonology, from speech communication to extralinguistics, vocalics and speech
acoustics. A pilot version of such a speech corpus, which could be considered as
a statistically representative sample of the spoken speech communication in
Slovakia is being prepared at the Slovak National Corpus department[1] of the
L. Star Institute of Linguistics, in collaboration with the Department of Speech
analysis and Synthesis at the Institute of Informatics of the Slovak Academy of
Sciences. The aim of the pilot version is to investigate the principal ways of
building a spoken corpus, consider different possibilities for a transcription and
query mechanism and prepare the way for a big, representative corpus.
According to its expected volume and diversity of speech material the final
corpus has to be collected with the mutual cooperation of several institutions.
The benefit of having such a corpus available would be extraordinarily big not
only for theoretical research, but also for commercial application development
as well. The cultural consequences are not negligible either, since language
represents a substantial part of national culture.

2 “Corpus” versus “database”

In principle, any collection of more than one text can be called a corpus — cor-
pus being the Latin expression for “body”, hence a corpus is any body of text.
But the term “corpus” when used in the context of modern linguistics most
frequently tends to have more specific connotations than this simple definition.

According to McEnery and Wilson [2]

“the following list describes the four main characteristics of the modern
corpus: sampling and representativeness, finite size, machine-readable
form, and standard reference”. Scientists are therefore interested in
creating a corpus which is maximally representative of the variety
under examination, that is, which provides them with an as accurate a
picture as possible of the tendencies of that variety, as well as their pro-
portions. The corpus should contain a broad range of speakers and
genres which, when taken together, may be considered to “average out”
and provide a reasonably accurate picture of the entire language popu-
lation.

The term “corpus” also implies a body of text of finite size, but this
property does not have universal validity — it is possible to create a
monitor corpus. This “collection of texts” is an open-ended entity —
texts are constantly being added to it, so it gets bigger and bigger. The
main advantages of monitor corpora are: dynamic nature — new texts
can always be added, unlike the synchronic “snapshot” provided by
finite corpora; and wider scope — they provide for a large and broad
sample of language.
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Their main disadvantage is that they are not such a reliable source of
quantitative data (as opposed to qualitative data) because they are
constantly changing in size and are less rigorously sampled than finite
corpora. [2]
(We prefer a national speech corpus to be open as to reflect the newest tenden-
cies in Slovak speech communication.)

According to Sinclair [3] a (text) corpus is a collection of pieces of language
that are selected and ordered according to explicit linguistic criteria in order to
be used as a sample of the language. A computer corpus is a corpus which is
encoded in a standardised and homogeneous way for open-ended retrieval tasks.
Its constituent pieces of language are documented as to their origins and
provenance. A corpus can be divided into subcorpora. A subcorpus has all the
properties of a corpus but happens to be part of a larger corpus. Corpora and
subcorpora are divided into components. A component is not necessarily an
adequate sample of a language and in that way is distinct from a corpus and a
subcorpus. It is a collection of pieces of language that are selected and ordered
according to a set of linguistic criteria that serve to characterize its linguistic
homogeneity. While a corpus may illustrate heterogeneity, and also a subcorpus
to some extent, the component illustrates a particular type of language.

The term annotated corpus is used for any corpus which includes codes that
record extra information. (We think that according to this definition the
existing Slovak speech databases can be considered as specialized satellite
components of the future general speech corpus.)

Campbell has published a practical definition (coming out of several older

definitions) explaining the difference between a database and a corpus [4] :
A “database” is an organized collection of information, typically
designed for ease of retrieval by computerized methods; a “corpus”, on
the other hand, is a collection of naturally-occurring spoken or written
material in machine-readable form, that are in themselves more-or-less
representative of a language for the systematic study of authentic
examples of language in use. The important difference is that while both
comprise an accumulation or assemblage of texts or recordings which
can be considered as representative of a genre, the former is usually
“constructed”, and the latter “obtained”. More specifically, a database
is purpose-built; a store of information which is structured from the be-
ginning, while a corpus is a body of information from which knowledge
can be derived.

3 “Text corpus” versus “speech corpus”

In some countries the first attempt to build a general spoken language corpus
was made by linguists who had experience in collecting and text corpora or by
people from the speech processing community who had been involved in speech
database construction. Therefore in some cases the speech corpus was treated
very similarly to a text corpus supplemented with an “audio version” of the
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text included in the corpus. The non-verbal cues or even prosody and other
important information were omitted. The annotation then consists only of an
orthographic transcription, some basic data about the identity of speaker and
the situation when the speech was recorded.

Exaggerating a bit, one could say that a user of such a corpus finds himself
in a position similar to that of patient with aprosodia — an inability to compre-
hend (or articulate) emotional voice tones and miss the affective or “feeling”
content of speech. But the speech corpus offers a wide scale of information on
different aspects of human communication, which should not be restricted to
the textual and linguistic content.

Expressive speech

SPEAKER LISTENER

(transmitter) (receiver)

Linguistic L1 R [ ]| Linguistic L2

information EXEFESSIO“ => D information

Age A1 ? E Age A2

Cultural background | C1 Cultural background | C2

Education E1 o c Education E2

Sex s1 IDf_ . speech..> | OIS s2

Attempt AT1 | D Attempt AT2

Relation to the R1 Relation to the R2

listenener N 1 listenener

Individuality 1 G N Individuali-ty 12

- personality — - personality

- mood Gl mood

- emotions |- emotions

Other X1 => Impression [oyner Y1
xi Yk

Fig. 1. Simplified scheme of transmission of various information from a speaker to a
listener. Every part of the information carried by the speech signal can be an object of
research and can be important for applications and should be therefore (at least
partly) annotated in the speech corpus.

The corpus should be open to a broad scientific and public community, to allow
for the novelty of previously unconsidered usage of the data. As Bird &
Liberman say “Once created, a linguistic database may subsequently be used
for a variety of unforeseen purposes, both inside and outside the community
that created it.” [5]

From an acoustical point of view, speech uses only several acoustic
quantities (fundamental frequency, time duration of phonetic elements and
pauses, intensity of acoustic pressure and frequency spectrum) to carry diverse
information not only on the linguistic content, but also on the speaker and
communication situation.
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Pointing out bad practices in speech corpora building Campbell says [4] “when
designing speech databases, care is usually taken to exclude all inarticulate
prosody, since it is associated with “ill-formed” speech”. (We agree, that the
speech is not ill-formed, but our knowledge is still insufficient and the models
we have developed are not able to model the natural speech communication
correctly.)

A segment in spoken language is an individual consonant, vowel, tone, or
stress that makes up a word. An utterance is made up of both segments and
supra-segmental features. These are broadly divided up into prosody and para-
linguistics. Prosody refers to pitch, loudness, duration, intonation and tempo.
Paralinguistics, which is much more difficult to measure, refers to the expres-
sion of speaker characteristics, individuality (personality, mood and emotion) —
the speaker’s attempt and his relationship to the listener. These nonverbal or
suprasegmental elements of a speech utterance constitute a significant part of
its meaning. The nonverbal cues of the voice are the object of study of vocalics.

The speech corpus should therefore contain different information and
various levels of annotation, such as:

« sound file properties (name, description, format, recording conditions,
copyright, etc.)

o linguistic information (various transcriptions, linguistic annotation —
morphological tags, part of speech tags, syntax, semantic annotation,
prosody annotation, etc.)

o extralinguistic information (dialogue and communicative acts
annotation, voice quality, pauses, fillers, disfluences, elements specify-
ing background noise and signal quality etc.)

4 General and representative corpus of spoken language

Several attempts have been made to design a relatively general and represen-
tative corpus for many terrestrial (and even extraterrestrial[6]) languages —
mainly for the “big ones”, like English, American, Chinese, Japanese, Spanish,
French, Korean, but also for Polish, Irish, Scottish (Gaelic), Czech, Croatian
and others. For illustration we will mention some details on some of them.

The British National Corpus (BNC) is a 100 million word collection of
samples of written and spoken language from a wide range of sources, designed
to represent a wide cross-section of British English from the later part of the
20" century, both spoken and written. The spoken part includes a large
amount of unscripted informal conversation, recorded by volunteers selected
from different age, region and social classes in a demographically balanced way,
together with spoken language collected in all kinds of different contexts,
ranging from formal business or government meetings to radio shows and
phone-ins to broadcast news and conversational telephone speech [7].
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There are two parts to the 10-million word spoken corpus: a demographic
part and a context-governed part.

The Demographic part of the Spoken Corpus was recorded by 124 volun-
teers from different social groups. They were male and female volunteers from a
wide range of ages, and they lived at 38 different locations across the UK.
Recruits used a personal stereo to record all their conversations unobtrusively
over two or three days, and logged details of each conversation in a special
notebook. Those who took part in the recordings were asked after the
conversation to give permission for their speech to be included in the corpus.
Information about the participants, such as age, sex, accent and occupation,
was recorded when available.

The Context-Governed part of the Spoken Corpus was created with the
intention to collect roughly equal quantities of speech recorded in each of the
following four broad categories of social context:

¢ Educational and informative events (lectures, news broadcasts,
classroom discussion, tutorials)

« Business events (sales demonstrations, trades union meetings, con-
sultations, interviews)

« Institutional and public events (sermons, political speeches, council
meetings, parliamentary proceedings)

«  Leisure events (sports commentaries, after-dinner speeches, club meet-
ings, radio phone-ins.)

The Spoken Language Corpus of Swedish at Géteborg University, which is
general and covers the whole of Sweden (although it is not called “national”), is
an incrementally growing corpus of spoken language samples from several
languages which presently consists of 1.26 million words from about 25 different
social activities. Because spoken language varies considerably in different social
activities with regard to pronunciation, vocabulary, grammar and
communicative functions, the goal of the corpus is to include spoken language
from as many social activities as possible in order to facilitate research that will
provide a more complete understanding of the réle of language and communica-
tion in human social life [8].

The recording facilities covered are: auctions, bus driver/passenger conver-
sation, court, dinner, discussion, factory conversation, formal meeting, hotel,
informal conversation, information, service (phone), interview, lecture, market,
medical consultation, religious service, retelling of article, réle play, shop, task-
oriented dialogue, therapy, trade fair, travel agency.

The Czech National Corpus has several projects of spoken corpora available
[9] — the Prague Spoken Corpus (PMK), the Brno Spoken Corpus (BMK) and
ORAL2006.
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The PMK was collected during the years 1988-1996 and was the first avail-
able corpus of spoken Czech language. The audio recordings were taken in the
city of Prague and surroundings, and the corpus was designed to contain four
main sociolinguistic variables — speaker’s sex, age, education and discourse
type, and for simplicity all divided into two sets (man/woman; under 35/over
35 years; less than university/university education; formal speech/informal
speech). The corpus contains 674 992 words and is available only in the form of
transcribed text. The BMK was collected during the years 1994-1999 in the
city of Brno, following the same structure as the PMK.

The most recent ORAL2006 tries to get recordings from the whole area of
Bohemia, divided into four main regions. The sociolinguistic distribution of the
recordings is kept balanced according to the speaker’s age, sex and education,
and less to the region of origin. The corpus contains recordings of 754 persons,
amounting to 1 312 282 tokens of transcribed text.

4.1 Available speech databases in Slovak

The first professional speech database in Slovak was SpeechDat-E SK [10],
following the SpeechDat specification [11] and having recordings from 1000
speakers. In spite of the fact that this database is specialized for training and
testing speech recognizers in teleservices, it contains phonetically rich sentences
which can be used for some purposes in speech research [12].

T T
4| Transcriber 1.5.1 | /| NER
Hle Edit Signal Segmentation Options Help

dofkelili w tom, ake je treba wyplfiat hlasovaci listek, lebe ak zo
stoStyridsatstyri udastnikov hlasovania sedemdesiatiest nevie
wyplnit hlasovaci listok, tak je niekde chyba. Rle davam to na
vase zvdtenie. Dakujem pekne. [fmicf |
Malikova
Fotom... Ber e o tom
hlasowvat, ls rnit =4m.
Takfe pristi # Pronounce
(ST Type: ~ Moise ~ Lexical
T ~ Comment ~ Language £
| wiw - Hamed s
l: Description: apo other = o RESJUIUUD” .
~ Instantaneous event % Apply 1o previous word
i Extent: .- Start of event ~ Apply to next word
Bt e .
-+ End of event w
0K | Destroy | Cancel
I L1 —
Malikowa [no speaker) Hort {no
iby. | Potom..Beriemto.. [tich] Poslankyne, pani poslanci, chcem sa spjtat’, & ..
... opakovane] vol'be. .E5te poprosim dve mindtky a potom weatvorim volbu.
T T ; T T i T T T
I 35 40 45 50 55 1:00 1:05 1:10 1:15
Cursor: 51,19

Fig. 2. Annotation of parliament proceedings in Transcriber [15].
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MobilDat-SK, which was developed in a frame of the IRKR project [13] is a
mobile phone counterpart of SpeechDat with 1100 speakers. Moreover this
database contains an unprompted item, where every speaker answers to one of
a set of simple questions (How do you get from your house to the closest
supermarket? How do you cook scrambled eggs? etc.)

The TV news audiovisual database is being built at Technical University
Kosice for the purpose of experiments in speech recognition, which should have
an application in automatic TV news subtitling [14].

The TV debates (e.g. “Pod lampou”) audiovisual database is being built at
Technical University KosSice for the purpose of experiments in dialogue
modeling and expressive speech recognition, which should have an application
in automatic TV program subtitling.

The Parliament proceedings audiovisual database is being built at the Insti-
tute of Informatics, Slovak Academy of Sciences for the purpose of experiments
in speech recognition, which should have an application in automatic Parlia-
ment proceedings transcription.

SyntDat — a speech synthesis database designed for unit selection speech
synthesis (used in Kempelen 2.0 to 2.2 synthesizers) [16].

5 Some controversies

Discourse markers, that have more or less generally accepted transcription in
English e.g. sounds representing backchannels and minimal positive feedback
(ves, yeah, yah, okay, mhm, hm, aha, uhu), negative minimal feedback (no,
n-n, uh-uh), hesitation (er, erm), exclamations — joy/enthusiasm (yay, yippee,
whoohoo, mm:), questioning/doubt/disbelief (haeh), astonishment/surprise
(a:h, o:h. wow, poah), apology (oops), disregard/dismissal/contempt (ts, pf),
exhaustion (ooph), pain (ouch, ow), requesting silence (sh, psh), anticipating
trouble (oh-o:h) etc. are still waiting to be get a standardised transcription in
Slovak.

We have no experience with transcription of onomatopoeic noises. Intona-
tion modelling needs a generally accepted annotation scheme which still does
not exist although the first attempt towards the definition of Slovak ToBI has
already been made [17].

We have no annotation scheme for many supralinguistic and extralinguistic
phenomena (e.g. emphasis, voice quality and many others).

If we accept a grapheme to be the smallest element of written text, it would
be reasonable to define a phoneme to be the smallest element annotated in a
speech corpus. This means that speech recognition technology in Slovak
capable of finding phoneme boundaries with acceptable reliability would be
needed. For pitch contour and voice quality measurement we often need pitch
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marks. Their determination is not language dependent, but reliable pitch
marking is still a difficult task.

6 Obtaining Slovak speech recordings

Apart from recordings originating in the specialized databases mentioned
earlier, a large part of our proposed corpus will consist of recordings obtained
on purpose. The main sociolinguistic data observed will be speaker’s sex, age,
education, discourse type, conformance with the standard language and region
of origin (inspired by the Czech spoken corpora). Although there is a huge
potential in spoken corpora for dialect studies, our corpus will focus (at least
from the beginning) on standard Slovak. Therefore the recordings will be made
primarily in urban areas.

7 Corpus manager

There are several requirements for the corpus query possibilities, each targeting
a different end-user group. On one hand, we want a powerful tool for working
on the transcribed text, for statistical analysis on the various aspects of the
data. This is easily achieved by a standard corpus manager interface, offering
all the usual functions for the transcribed text. However, the existing text
corpus managers offer no easy possibilities of linking with the specific sound
data — this is not necessarily an insurmountable disadvantage per se, because
any serious research on the acoustic level will be supposedly performed with
rather specialized tools and for specific purposes, and it is not quite feasible
trying to accommodate all the possible uses.

The corpus also has to be usable for casual users, without the need to install
specialized client software and to study the (often complicated) program
controls. Following the ubiquity of web applications, it is obvious that the
corpus should be accessible through a simple WWW interface, with a
possibility for the user to directly access the relevant sound sample. These two
approaches are not exclusive, there is no reason not to provide both possibilities
(in fact, a similar system was deployed in the (text) Slovak National Corpus).
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Fig. 3. Speech corpus web interface

8 File formats

For transcription, we are using the transcriber [15] software, which allows the
annotators to define speakers’ identities, define various types of extralingual
events and speech phenomena and seamlessly integrate the audio and text
data. The transcriber stores its data in a native XML format with links to the
audio files and timestamps at synchronization points. We take advantage of
this format and use the corpus manager to index the (postprocessed) XML files
directly.

There are two conflicting requirements for the audio file format — the first is
to maximize the sound quality, the second is to minimize the file size. Given
the expected longevity of the spoken corpus and the ever-decreasing cost of
storage media, sacrificing quality for the sake of saved disk space is not applic-
able anymore. This holds even in the case of inaudible quality degradation
(using a high bitrate lossy compression protocol). Therefore it is desirable to
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archive the original audio data in either an original format, or by using only
lossless compression. On the other hand, there are uses for the corpus requiring
only access to speech without very noticeable distortion, e.g. demonstration to
casual users or as a part of a foreign language instruction process. For web-
based services, the size of the transmitted files is important, as well as use of a
common multi-platform format, not requiring installation of specialised
software.

For the original format, we decided to use the FLAC lossless codec[18],
giving a compression ratio of about 50 per cent compared to uncompressed
PCM data (more for stereo input). Unfortunately, most modern budget dicta-
phones use proprietary WMA' or DSS formats, which are already lossy
compressed. Therefore we expect some of the audio records in the corpus
obtained from external sources to be in the WMA format (there is a lack of
relevant software and tools needed for DSS format processing and conversion),
which can potentially preclude the usage of the data for some specialised
purposes, since the sound is already mapped to a psychoacoustic model —
primarily, the corpus would not be usable for the development of new
psychoacoustic models. However, when keeping the quality at a sufficiently
high level, even frequency analysis as required by phoneticians is applicable.

For the format presented to users, we decided to use the lowest compression
quality (bitrate) that gives only slight perception of quality distortion.

We used primarily the SPEEX codec[19]. SPEEX was designed specifically
for speech encoding at lower bitrates, and gives an excellent compression ratio.
Another advantage is a special decoder mode enhancing perceived sound
quality (we found that sometimes the SPEEX encoded data sound subjectively
better than the original). Before encoding, the sound samples were downmixed
to one mono channel and downsampled to ultra-wideband frequency
(32 000 Hz, one of the recommended sampling rates for the SPEEX codec). The
files were encoded using variable bitrate encoding, encoding complexity 10, at
quality 6, which gives an average bitrate of 23 kb/s.

Because of a rather lesser SPEEX penetration to the usual desktop PC
systems, we decided to offer Ogg/Vorbis[20] as an alternative (downmixing to
single channel, but without resampling, since the Vorbis codec does not have
strict recommendation as per the sampling frequency, and resampling often
makes the audio sound subjectively worse compared to SPEEX). We used the
experimental aoTuV encoder[21] optimized for lower bitrates. Encoding was
done at quality -1, giving an average bitrate of 40 kb/s.

Users can therefore choose between SPEEX, Ogg/Vorbis and original (or
FLAC) format. There is also a Java applet available, playing SPEEX format
for users unable or unwilling to install the required codecs.

1 We are using the general name WMA here, although technically WMA can mean
several different incompatible codecs (WMA, WMA Pro, WMA Lossless, or WMA
Voice).
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9 Levels of transcription

Different levels of transcription are possible, each of them putting different
strain on the annotation process. In our corpus project, we selected three
different levels — orthographic, phonetic/phonemic and suprasegmental
transcription.

9.1 Orthographic transcription

Orthographic transcription is the most straightforward, and the basic type of
annotation that distinguishes a simple collection of recordings from a speech
corpus. We decided the orthographic transcription in our corpus should follow
the standard Slovak orthography, transcribing only the differences from
standard Slovak pronunciation as an additional word attribute. This both
makes the transcription easier to read as well as allowing us to deploy usual
NLP tools (e.g. morphology analysis, lemmatization). In some areas, we follow
standard Slovak pronunciation, as opposed to the prescribed official one. In
particular, the pronunciation of letter @ as /g&/ does not warrant specific
transcription, but its pronunciation as /e&/ does. Similarly, pronouncing the
syllables le, li and ¢ as /lg/, /li/ and /li:/ is not marked, but palatalized
pronunciation /Ag/, /Ai/ and /Ai:/ is. Even though officially correct, it has for
all practical purposes disappeared from standard Slovak.

Although tempting, we have chosen not to use the standard punctuation
symbols to denote extralingual information (such as pauses and hiatus in
speech), since human annotators are prone to unconsciously deploying such
marks where orthography rules require, not where the phenomena really occur.
We are using specific annotation software possibilities instead, with usual
punctuation marks (comma, colon, exclamation mark etc.) being at the
annotator’s discretion. For the same reasons, we are not using capital letters for
any special purpose, the annotators can capitalize words as they feel natural.
We recommend putting the dot at the end of sentences as dictated by the
logical flow of the document (not by pauses in discourse), the sole purpose of
this is to help the automatized analysis tools (in particular morphology
analyzer), where marking the end of sentences sometimes improves the
processing accuracy.

9.2 Phonemic/phonetic transcription

Phonetic transcription is useful for speech recognition, speech synthesis and
basic linguistic research. However, making a correct phonetic transcription
requires trained annotators with a good knowledge of language phonetics and is
rather time consuming and sometimes controversial. Therefore we decided to
include phonemic transcription, with just some phonetic features
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(distinguishing several most frequent allophones). This requires designing a
general model of phonemic analysis of the Slovak language usable for the
transcription process — to our knowledge, no such analysis universally accepted
among Slovak linguists exists so far. Only a part of the corpus will be manually
transcribed phonetically (in addition to the orthographic transcription). For he
rest of the corpus, an automatic grapheme-to-phoneme conversion will be
available.

9.3 Suprasegmental annotation

A suprasegmental annotation scheme must provide a mechanism for indicating
suprasegmental structure such as word/syllable boundaries and stress markings.
The specification may address other types of suprasegmental structure.
A different phonological intonation annotation scheme is needed for every
particular language. Inspired by the successful ToBI (Tones and Break Indices)
for American English [22] the intonation annotation scheme Sk-ToBI was
introduced for Slovak [17]. ToBI annotation by hand is extremely time
consuming, therefore only a limited part of the corpus will be annotated
manually. This can later serve for training automatic annotation algorithms.

10 Copyright issues

It can be argued that recorded “natural” speech is not protected by the Slovak
Republic copyright law (the law is not very clear about the issue). However,
the recordings cannot be distributed without consent from the author, as long
as there are any data from which the author’s identity can be inferred, and
according to the current laws it is nearly impossible to legally record somebody
without informing him in advance. This means that we are unable to get
recordings of really natural speech, and the representative part of the corpus
has to be recorded in other ways — e.g. masking the recording as sociological
research or public opinion poll, so that the recorded subjects are not aware of
the linguistic nature of the recordings. Even so, we cannot expect to obtain
spontaneous natural speech.

11 Conclusion

In spite of the fact that we aware of the complexity and resource cost of build-
ing a general and representative speech corpus in Slovak we believe that Slovak
linguists and speech researchers will proceed in a common effort towards a
Slovak speech corpus that could be included in the Slovak National Corpus, as
it is common in the leading corpora in the world.
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Abstract. Research and development in speech synthesis and recogn-
ition calls for a phonological intonation annotation scheme for the
particular language. Inspired by the successful ToBI (Tones and Break
Indices) for American English [1] and GToBI [2] for German, this paper
introduces a new intonation annotation scheme for Slovak, Sk-ToBI. In
spite of the fact that Slovak prosodic rules differ from those of English
or German, we decided to follow the main principals of ToBI and to
define a special Slovak version of Tones and Break Indices annotation
scheme. The suitability of the proposed annotation system was tested
on the studio-recorded intonation speech database as well as on live
recordings of a puppet theatre actor. The resulting conclusions show a
way to further improvement of the Sk-ToBI annotation conventions.
This paper is also meant as the first introduction of this new model to
the international linguist community.

Keywords: ToBI, Slovak, prosody, speech, intonation, pitch accent,
annotation.

1 Motivation

Prosody analysis and processing represent an inevitable part of current auto-
matic speech processing systems. A phonological intonation annotation scheme
is needed for this purpose. As there was no such scheme available for Slovak,
we decided to create a system for intonation labeling based on the ideas of the
ToBI annotation.

The most common convention for prosody labeling is ToBI (Tones and
Break Indices) that was set up by a team of American researchers on the basis
of the Pierrehumbert’s model of intonation and presented in 1992 [3]. Although
Slovak does not have the same prosodic features as English, we have drawn
inspiration from this convention as far as the use of its labels and tiers is con-
cerned but we have adapted it to Slovak prosody. We had to determine basic
features and rules of the Slovak intonation, which enabled us to create a set of
essential types of pitch accents and their combinations that can be found in the
spoken form of this language [4].
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Slovak is a Slavic language. It is a stress language with fixed stress on the first
syllable. As far as we know this is the first attempt to create a phonological
prosody annotation scheme for this language.

There are various tonal realizations of utterances in Slovak. We will outline
especially the ones belonging to the neutral style of standard Slovak, and thus
to create a basis for setting up intonation labeling conventions that we have
called Slovak Tones and Break Indices (Sk-ToBI).

2 Sk-ToBI annotation scheme

2.1 Break index tier

Break indices are used to rate the degree of juncture between words and
between the final word and the silence. Similarly to TOBI we use in the Slovak
system indices 0-4 and signs ,,7“ and ,-“ for questionable parts [9,10,4].

2.2 Tone tier

To mark the tones and pitch accents we have adopted the signs used in English
ToBI. We have excluded bitonal accents H4+!H* and L+H* and also H+L*
(used in GToBI) from the Sk-ToBI system:

Single tone accents
H* high pitch accent,
L* low pitch accent,
IH* an accent pitched approximately in the middle of the range of the
melodic contour (this accent can follow after the same accent
(/H*) or after the high accent (H*).
Bitonal accent

L*+H low pitch accent with raise to high target after accented syllable.

Boundary tones

%H  onset at the beginning of the speaker’s utterance with a very high
pitch,

H- ending of the intermediate phrase with a high low pitch (before a
break of type ,3“or with combination with final boundary (H-H%
or H-L%) tone before ,,4“) ,

L- ending of the intermediate phrase with a pitch (before a break of
type ,3“ or with combination with final boundary (L-L% or
L-H%) tone before ,4%),

/H- ending of the intermediate phrase approximately in the middle of
the utterance pitch contour boundaries (before a break index ,,3%)
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HY%  ending of an intonation phrase with high pitch — anticadence
(break index ,,4%),

L% ending of the intonation phrase with low pitch — conclusive
cadence (before a break index ,,4).

Uncertanties. Similarly to the break index tier, the annotator can use in this
tier the mark ,,7“. When he cannot exactly determine the tone ,H” or L%, the
tone should be marked as ,X7*“, ,X7-“  X?%“ or *? as the transcriber is not
certain even there is a pitch accent.

2.3 Possible realizations of pitch contours in Slovak

H%

L%

Fig. 1. The diagram of possible sequences of tones and pitch accents
in the Slovak sentence

Lezim s knihou v posteli a nezunuje sa mi.

Low pitched * L*
L- semicadence. — typical N g |:: H}'L'*' L-L%
for paratactic clauses. TTe—— T

(I lie in a bed with a book and it doesn’t bother me.)

Semicadence placed
within the middle pitch Chcete sa s nim stretnut a dat mu ten dar?

range — typical for the H* H* L* IH- . H-H
'H- most of Slovak hypo- ~ N R Rf\%!::ﬁ H*
tactic clauses but also \-\J\/
within longer simple

sentences.

(Do you want to meet him and give him that gift?)

High pitched UZ si ho nevsimala, ani mu neodpovedala.
semicadence — typically

H* -
occurs in complex ques- ., lr-i- L"L.l.
H- tions and in some types L “‘“—“\_\ L-L%
\/"\.\n_\_\_,\

of hypotactic clauses
(eg. disjunctive (She was no longer noticing him nor she was
clauses). answering to him.)

Table 1. Three possible types of semicadence at the end of intermediate phrase



240 Milan Rusko, Rébert Sabo and Martin Dzuir

Ends of intermediate phrases are traditionally labelled within English, German
and other ToBI systems by a set of symbols (L-, H-) and ends of intonation
phrases by (L%, H%). The first group is applied to label the tone pitch imme-
diately before the end of the intermediate phrase and the second one indicates
the end of utterance with a conclusive cadence (falling intonation) or anti-
cadence (rising intonation).

The course of intonation contour at the end of the intermediate phrase
(index type ,,3“) is called semicadence, and the three typical boundary tones it
can reach are shown in the examples in Table 1.

As far as the end of intonation phrase is concerned, the course of intonation
contour at its end is cadence or anticadence and the four typical boundary tone
combinations it can reach are shown in the examples in Table 2.

Cases such as H-H% and L-H% should refer to anticadence and L-L%
and H-L% should refer to conclusive cadence.

End of the
utterance by
conclusive H* L* " |__L.l.

cadence (typical SN e R e Rl L__|:_-L%
for declarative

sentences).

Lezim s knihou v posteli a nezunuje sa mi.
L-L%

(I lie in a bed with a book and it doesn’t bother me.)

High pitched end

of the utterance Vyn e s s m e t i/

with conclusive H*
H-L% cadence (typlcal L\ljj?lﬂ/_\ L

for declarative

sentences, or

exclamatory (Empty the trash bin!)

sentences).

H-L%

—

End of the -
. Neprisiel?
utterance with o
low placed pitch L-H
L-H% with .1
anticadence. (e.g. LQ#
yes — no

) (Hasn’t he come?)
question).

End of the Chcete sa s nim stretnit a dat mu ten dar?

utterance with H* H* . IH- L . !_| —Hw

H-H% high pitch and L AL “'\j

anticadence (e.g.
yes—no question). (Do you want to meet him and give him that gift?)

Table 2. Four types of realization of the end of the intonation phrase.
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3 Speech material

As a basic source of knowledge for our study we used the theoretical works on
the Slovak phonology (e.g. [5] and [6]). This study was then followed by a
research on the recorded speech material. Our speech sources consisted of
several speech databases:

1. ,intonation part” of the speech synthesis database which was designed
to cover all the basic types of sentence intonation contours in Slovak [7]
(artificial, read material),

2. database of recorded puppet plays of a traditional puppeteer Bohuslav
Anderle (artistic style with very expressive speech).

Speech material from each of the databases was listened through by two
researchers with degree in linguistics. Every utterance, that seemed to contain
new unseen features, was analysed in detail and checked for suitability of
Sk-ToBI for its annotation.

3.1 Analysis of the speech material using Sk-ToBI

The set of marks developed for neutral speaking style was shown as not com-
pletely sufficient for expressive speech used in recordings of a puppeteer theatre
actor. A wide pitch range is typical for such recordings. Read sentences had
range approximately 100 Hz (see Fig. 2) and the puppeteer approximately 300
Hz (see. Fig 3).

250 Hz
— ~—
50 Hz
) N N L] LI L] LI Ll
1 H* H* H* IH- 1* L* I#* L-L#% Tone
| | | | | |
(o)
2 keby Qlen boli Tudia a wali sHe dost flananeii Transcript
L8]
3 11 1 3l 1 1 L 4 Break
' 'l ' 'l 'l i
4 MSC

Fig. 2. Utterance from corpus of read sentences
“Keby len boli ludia a mali sme dost financii.”

Figure 1 shows the pitch contour for the utterance of Gasparko (Mr. Punch):
»-..slovo. Hi! Certicku nie, prosim ta nie, nie! Juj! Cert, ja sa zabijem!*. In this
example we can see the high difference in pitch between the end of previous
utterance (..slovo) at 351Hz and the last utterance (Cert, ja sa zabijem) at 632
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Hz. By standard marks L* and H* we are not able to record this extreme
difference.

Expressive speech of characters (e.g. rising fear of Gasparko) causes pitch
changes in wide range and some additional information is needed in such cases.
This information can be included in miscellaneous “MSC” tier. Therefore it is
necessary to define a set of marks describing type of event which influences the
prosody. Besides typical marks as laugh, breath, cough we propose to mark
events of an emotional state like anger, fear, surprise, enjoyment, etc. Unlike in
English ToBI, we allow using nested labels' in our conception.

Also we recommend labeling the stressed words because the semantic
emphasis markedly influences prosody. This information could be very useful
for further processing of annotated speech material.

The set of marks of this tier should be open for possible broadening in a
case of need.

In expressive utterances it is often appropriate to use the mark %H which
labels high placed pitch at the beginning of the speaker’s utterance.

200 Hz
/ N A
\{’ MY
FaV I SR RN /\! L Rt ™
S, \.\J
200 Hz
T TTTa T T LI T T LILI LI T
1 L+ LL%L* LL%H* H* H* H* H* H* H* H%H ~ HY  H* H* H-H¥Tane
I ] ] ] ] [ | ] ] ] [ |
2 slovo Hi certickn nig prosim | ta | niz nie o cert ja s zabijer Transcript
8 4 4p 1 1 11 1 Zp 3 3 11 4 |Break
| [ ] ] [ | ] [ | I | [
| I I I
4 fear< disfl= disfl= =fear|MSC
| | |

Fig. 3. Pitch range of silly billy utterances ,,...slovo. Hi! Certicku nie, prosim ta nie,
nie! Juj! Cert, ja sa zabijem!“.

4 Conclusion
Our paper presents a phonological prosody annotation scheme for Slovak, Sk-

ToBI. We have analyzed a speech material of two different speaking styles:
read sentences and recorded plays of a puppeteer, representing artistic style

1 Example: anger< ... cough< ... cough> .. anger> Cough can occur inside the ut-
terance pronounced in anger.
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with very expressive speech. We have allocated concrete events and design
additional marks in miscellaneous tier which should abroad the current set of
marks for Sk-ToBI. It is needless to say that the set of marks could be changed
and completed after a further annotation of another speech styles. We believe
that the definition of Sk-ToBI gives a serious basis for prosody research and
opens a possibility to start a development of prosody-driven and expressive
speech oriented applications in Slovak, mainly in the area of analysis,
recognition [11] and synthesis of human speech.
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Abstract. Since 2005, the Department of Lexicography and Termino-
logy (DLT) of the Institute of the Czech Language (ICL) of the ASCR,
has focused on the creation of the material and technical preconditions
for using modern information technologies when investigating and
describing the vocabulary, and mainly on the design and development
of our own lexicographic software, ranging from the initial specification
of requirements, developing and testing a special lexicographic program
called PRALED, to launching the lexical database designed by us at
our own server. The programming part involves the development of
relevant software, the empty shell of the database and the interface for
data input, which should after 2010 also serve for the development of a
new monolingual dictionary named LEXIKON 21. Our department has
simultaneously focused on conceptional work linked with future detailed
treatment of Czech vocabulary in the lexical database.

1 Introduction

The lexical database (hereinafter LDB) can implement various functions. It can
be programmed so as to be used by language users when searching for
requested language data in text corpora’ or in the existing dictionaries trans-
ferred into electronic form®, or it can be conceived from the very beginning so
as to serve for the preparation of a new monolingual dictionary’. Another
possibility is to combine these functions in such a way that the LDB of Czech
being newly created would become not only a resource for a new lexicographic

1 This paper was created within the research plan of the ICL of the ASCR, v. v. i.
Creation of a Lezical Database of the Czech Language of the Beginning of the 21"
Century (AV0Z90610521).

2 Cf. F. Cermak, Manuél lexikografie, p. 55 [1]: “The lexical database of the rela-
tional type tends to be the highest and most abstract achieved level of corpus’.

3 Cf. Slovnik spisovné &estiny [5], electronic version based on the 2nd ed., publ.
LEDA,; cf. also K. Pala 2001, p. 155 [4].

4 Cf. point C8 of the research plan above: ‘This database will be designed in such a
way so that its content could become a starting point for creation of a dictionary
of current Czech language targeted at both common users and also at the needs of
processing natural language in information technologies’.
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description of the language, more detailed than in a traditional monolingual
dictionary, but also in such a way that it would allow for searching in available
electronic monolingual dictionaries or encyclopaedias. We selected the last
alternative, which is the most advantageous for future users but most
challenging for the programmers, authors of the conception and future
compilers of the new electronic dictionary in the form of a lexical database:
after its completion, the user will be able to confront a new dictionary version
with previous dictionaries in an electronic form, in which it is possible to search
using the integrated DEBDict engine; furthermore, morphological information
will be generated upon request with the help of the morphological analyser
AJKA, in which it is possible to display the entire paradigm (both of these
tools have been developed at the FI MU in Brno).

2 Advantages and disadvantages of the database

treatment

The processing of vocabulary by computers presents immense possibilities and
removes the various limitations which the publishing of printed dictionaries had
to take into account (the size, alphabetical ordering, clustering, etc.).
Nevertheless, in order for lexicographic work to be able to utilise all possibilities
of informatics, it was first necessary to analyse the feasible possibilities of com-
puter support (electronisation of existing dictionaries and the extensive
material resources of the ICL, the possibilities of making use of corpus texts,
the available lexicographic programs and other supportive tools), to define the
conception of the future LDB, its total size and the detail of the treatment of
an entry, and on that basis to propose a suitable technical solution (specifica-
tion of the database structure and software requirements) as well as a new
methodology of lexicographic work. Specifically, it was necessary to conceive an
apt manner for structuring lexical data for Czech (design of individual fields for
different types of information) and their inserting in the LDB as well as new
principles for lexicographic description of Czech vocabulary arising from it,
because ‘the development of a lexical database entails the electronic coding of
information categories while simultaneously applying a standard lexicographical
analysis”. In connection with computer work, also an entirely new form of an
entry emerges, the structure of which needed to be designed first, which
resulted in the creation of the form for data entry.

Since computers started to be used, the forms and technology of lexico-
graphic work have been changing, but it is at the same time desirable to keep
building on traditional principles and methods of lexicographic description,

5 L. Kralédk 2001, p. 154 [3]
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because technology can never completely replace a lexicographer’s work in the
phases of the analysis of exemplification material and the actual treatment of
entries, it only makes it easier.

Among the main advantages of database processing are the new possibilities
related to the work methodology, whereas a disadvantage for the compiler is
that the relevant requirements have to be first incorporated in the program and
subsequently developed conceptually in the Manual for Authors so that they
could be really utilised. Among the new possibilities are for example:

L]

the possibility of a more detailed lexicographic description than in a
traditional monolingual dictionary: the principle of maximum concise-
ness does not apply here, and therefore it is not necessary to save
space, frequent words of the description metalanguage do not need to
be truncated, the explanation of the meaning can be more explicit, the
entries can exhibit a higher information density, some information can
be hierarchised and presented in a different way at separate levels of
description while employing hypertext links, lists, etc.;

the possibility of division of work in our team: the emphasis put on the
systemic approach to vocabulary and the separation of subsystems will
ensure that component problems, e.g. morphology, synonymy and
antonymy, phraseology, terminology, etc., be monitored in a uniform
manner; continuing observation of the individual word classes and
component lexical-semantic groups will make analogous treatment of
definitions in the case of the same type of entries, uniform description
metalanguage, gradual specification of the types of explanation and
unification of the data from the individual parts of the entry easier;
quicker searching in reference resources (i.e. in electronic dictionaries);
a great advantage will be various possibilities of searching in the whole
database: alphabetic, full-text, retrograde, searching based on the
individual information fields, qualifiers, etc.; for that it is, however,
necessary to propose and specify at the beginning of the work the
requirements for the access into the database through various para-
meters (filters) and simultaneously to propose various output formats
(displaying the sought data based on the entered parameters, the
printing of selected configurations, the display and printing of the
entire dictionary article in a form similar to a printed dictionary);

the possibility of defining synonyms through not only their meaning
but also their distribution;

the possibility of providing a copious, internally segmented and clas-
sified exemplification;

the possibility of illustrating better the syntactic and semantic col-
locabilities of the lexical unit;

the possibility of using an elaborated note apparatus, which can also be
hidden, etc.
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3 On the conception of the lexical database LEXIKON 21
and the development of the PRALED program

So as to make it possible to render the Czech lexis in the form of a lexical
database, it was necessary to design and develop such a database first, which
means to define all the requirements concerning the software needed for its
creation, to design the entire format of the entry, to specify the individual
items which will be filled in for each entry, to define their content, to determine
their order in the form, the manner of inserting them, to propose the
possibilities of interlinking various entries, to set the requirements for the
display and search of inputted data, the design of the output formats, etc.

The first version of the PRALED program, including the form for data
entry and the empty shell of the new Czech lexical database, was created based
on our requirements in cooperation with the workplace of the FI MU in Brno
at the end of 2005, and in the 1st half of 2006 it was gradually being further
specified and tested. When testing PRALED, however, it became apparent that
the originally planned arrangement of the form with a fixed order of the
individual sections might cause problems during the transition from one
individual part to another within longer entries and that this version of the
form’s structure is not suitable for our purposes, because we need to be able to
move in all directions in the entry form, we often need to go between the
individual meanings, to see them concurrently and gradually to specify the
respective explanatory definitions, continually to insert examples for various
meanings, we need to have the possibility to come back to the individual sec-
tions of the entry form and to complement or revise the data at different levels
of the hierarchy and in various stages of treatment.

On the basis of our experience acquired when testing the individual sections
(tools) of the entry form and the subsequent treatment of a testing sample, we
have been developing a new user interface called PRALED 2 since the middle
of 2006, whose aim it was to eliminate the shortcomings of the first version
when working with the tools in the entry form, and moreover it was necessary
to design such a display of the data entered that would better suit our needs
and correspond more to the traditional printed form of dictionary entries.
Therefore, the entire design of the entry form and the principle for using the
individual tools contained in it has been gradually changing.

This new user interface currently already makes it possible to enter data
into the individual tools separately in any order and immediately to display
them in the output format on the screen and allows the search for required
data using filters (i.e. according to various parameters or attributes, e.g.
according to individual word classes, according to date of inserting or changing,
according to compiler etc., according to a combination of the data required). In
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our work, we will exploit the various possibilities offered to us by the new
technologies: hypertext links, displaying information of the same type in
the uniform formatting and using various colours, fonts, etc., arrangement of
some information into lists, printing of selected configurations, etc.

The program designed by us will from the very beginning serve — in accordance
with the research plan — mainly for inserting and storing lexicographic data in
the LDB and searching for required information of various types using the
entered attributes. After 2010, we should smoothly switch to another project —
the preparation of a new monolingual dictionary in an electronic form. In the
final stage of the work on the new dictionary, thus after the complete filling of
the lexical database LEXIKON 21 with the processed entries of an expected
number of ca 100,000 — 120,000 lexical units, an interface will be added for the
users. After the LDB has been made available to the public, it will be possible
to provide the future users of the database with a complex display of every
entry (as an dictionary article) as well as various groups of entries in an
electronic form (e.g. via the internet or on a CD-ROM), and the user interface
designed by us will additionally allow for the concurrent publication of an
entire monolingual dictionary also in its traditional form, which today’s users
are accustomed to; this will then make it possible for various other outcomes to
arise in printed and electronic forms (not only a monolingual explanatory dic-
tionary but also component specialised dictionaries, e.g. a dictionary of
synonyms, antonyms, homonyms, dialecticisms, most common terms, etc.).

Within the current research plan, we will test the principles of treatment for
the needs of a future monolingual dictionary for the time being on selected
entries; at the same time a detailed conception of a complex lexicographic
description will be prepared on the one hand, which will meet both the
requirements of the normal users of a monolingual dictionary and the require-
ments of professional users — linguists, and on the other a detailed conception
of a subsequent computer processing of the lexicographic data for the purposes
of natural language processing in information technologies. Already from the
beginning, the emphasis will be on the arrangement of each entry in terms of
meaning, on the explanations of meanings and their exemplification by a suffi-
cient number of authentic examples; from the viewpoint of further language
research, the entry form will also contain tools which will in cooperation with
other scientific workplaces make the future treatment of various data suitable
for professional users possible.

After the testing and trial operation have been completed, the empty shell
of the database will gradually begin to be filled under the name LEXIKON 21
(hereinafter L 21). The actual treatment of the lexical units included in the
index according to the new lexicographic conception will not be implemented
until the next task, i.e. during the creation of a new monolingual dictionary.
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4 Overall structure of the database

4.1 Entry window of the application — ‘Hesla®’ (List of entries)

The following information automatically displays in individual columns of the
Index for each entry: the lemma, word class, designation of its homonym,
variants, explanation of the meaning, compiler, date of entry/changes.
Moreover, the entries are colour-differentiated according to type (one-word
entry — multi-word entry — sub-word unit — abbreviation/symbol). This window
is intended for searching and displaying the list of entries according to the set
requirement.

Selection of entries for the List. In view of the various criteria which could
be used when selecting entries for a monolingual dictionary, it was decided for
the first phase of work that an interim starting point would be a purely formal
selection of lexical units on the basis of their frequency in the SYN2000 corpus.
A list of the 50 thousand most frequent lemmas included in Frekvencni slovnik
¢estiny (Frequency Dictionary of Czech) [2], hereinafter FSC, which had been
compiled on the basis of the above-mentioned corpus, was therefore for the
time being designated as an initial, working index for the first stage of work.
This List of entries will be revised in the next phase and gradually comple-
mented through a deliberate selection so that it will be ready in 2010 for the
processing of a new mid-sized to large monolingual dictionary.

The new lexicographic description will be based on one-word lexemes,
nothing will be clustered, all the word classes will be treated anew. Also homo-
nymous lexemes, variant forms of an entry, selected abbreviations, symbols and
proper names will be treated as separate entries. In the future, also an
independent treatment of selected multi-word lexemes (including terminological
phrases and phrasemes) is planned.

4.2 Form for data entry

We have developed a working form for data inserting for each type of head-
word; according to type of entry, we distinguish between four different entry
forms (for one-word entries, multi-word entries, sub-word units, for abbre-
viations/symbols — they differ in the menu in the tools and are colour-
differentiated in the List of entries). So far, the form for data entry for one-
word entries has been almost completed, which will be for entries contained in
the FSC automatically generated from the source index with the lemma already
filled in and with the frequency in the SYN2000 corpus shown. The other types
of forms are being designed.
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The entry form is in accordance with the requirements of the lexicographic

description subdivided hierarchically into several levels: ‘Heslo’ — ‘Vyznam’ —
‘Podvyznam’ (Entry — Meaning — Submeaning). The initial working desktop for
treating a new entry is the card ‘Heslo’ (Entry), from which we will get to the
card ‘Vyznam’ (Meaning). It is possible to switch between the cards (Entry —
Meaning 1 — Meaning 2, etc.) using the headings (tabs) placed on the top
toolbar; the cards for the individual meanings are numbered automatically.
The data entry into the LDB is done in the entry form using the individual
tools. The data referring to the entire entry are entered using relevant tools in
the card ‘Entry’, whereas the data referring only to the individual meanings
have their tools in the card ‘Meaning’. All tools are opened as windows by
buttons placed on the bottom toolbar, but the sets of the tools for the card
‘Entry’ and the card ‘Meaning’ are not identical.

The program makes it possible to open more tools (windows) simultaneously
and place them on the desktop as needed. Each tool remembers its last position
and the format (size) of the window — all can be controlled and changed with
the mouse. Inside each tool, there are several items (boxes) to be filled. Each
item in the given tool has its name (title) and relevant field to be filled in, into
which the individual data of the lexicographic description may be inserted in
various ways:

1) Automatically. With some selected items, such as the name of compiler,
date of creation, date of the last change, frequency in the SYN 2000 corpus, the
entry of the required data is pre-defined in the program;

2) By selection from a set offer (menu). A part of the data assigned to all
lexemes will be created as a result of classification and categorisation into the
individual categories, it is therefore desirable to apply a uniform approach
when determining and entering the relevant category in the entry form by the
method of a selection from a set offer in the menu. It was necessary to provide
relevant range of possibilities for each offer concurrently with the program.
This theoretical elaboration of the LDB conception all the way to the level of
specific offers in the individual tools has gradually been worked on and is con-
tinuously tested. At the end, a Manual for Authors will be prepared, which will
summarise the overall conception, the list of all the offers to select from and
the elementary work procedures for data entry in various entry forms according
to the type of entry.

For the required outcome to be as ‘user-friendly’ as possible, it was neces-
sary to decide what all of the formulations which are selected or inserted in the
tools of the entry form would look like, because the offer must contain a
complete enumeration of the possibilities which could be relevant for the given
information. Through the selection from such an offer in the menu for each
item (where it is possible), we want to ensure that a great part of the data
which will become part of the LDB have a formalised form.
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Also the terms of all of the items or boxes in the form must be well though-
out, because they are used not only by the compilers as instructions for filling,
but they will also be displayed as a component of the description
metalanguage, and in addition they will be utilised by future users as a filter
(attribute) for searching. We were therefore trying to decide between Czech
and international, shortened and full terms (i.e. titles of the individual items),
etc.;

3) By typing in a text field. A part of the information will be entered by
typing in a text field, i.e. in a metalanguage description in the entry form of a
verbal commentary. Also in the case of these descriptive data, it is desirable
that the used formulations be unified within the bounds of possibility. This
applies both to the explanation or definition of the meaning according to indi-
vidual word classes and lexical-semantic groups on the one hand and to the
formulations in various notes, etc. as this would consequently make formalised
searching for various data throughout the database easier;

4) By entering in a list. Lists that can be complemented have been prepared
e.g. for the creation of a series of synonyms, for recording phrasemes and other
multi-word lexical items, which will be treated separately and hypertext-linked
in the future.

The procedure of entering data in an entry form. After the ‘ZAHLAVT
(HEADING OF THE ENTRY) has been filled in (i.e. after the lemma has been
entered and the type of the entry and the word class have been determined,
which is crucial because it generates the selection of the individual entry
forms), it is possible to insert all data for the specific entry in question in any
order. The data are entered (by choosing or typing) into respective items in a
selected tool and saved in the LDB. Immediately after saving, all the entered
data are displayed in the card ‘Entry’.

The order of the tool buttons on the bottom toolbar as well as the order of
the items within the tools are designed so as to correspond to the logical struc-
turing of the dictionary article (and for the most part are consistent with the
Czech lexicographical tradition). The filled-in data will display in the same
order (with some exceptions, e.g. in the case of notes) also in ‘NAHLED’
(PREVIEW). The compiler, however, can enter the individual data in any
order — i.e. having completed the required fields in the Heading tool, he/she can
continue in any card and with any item in whichever tool according to his/her
actual needs, and the data saved will be automatically placed in the correct
position and displayed in the pre-determined format in Preview. The author
(compiler) of an entry only has to be careful about at which level of the
hierarchy of the entry he/she currently is.
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4.3 The display of an entry in Preview

As the completed items will be visible in each tool only upon opening the win-
dow concerned, we simultaneously had to design a further program for the
separate display of all the data entered in Preview, which immediately after the
data has been entered and saved into the database appears in the upper part of
the card ‘Entry’ in the output format including different colours and styles of
printing type for the individual tools (e.g. the explanation of the meaning
appears in bold and cursive inside a red frame). Information of a similar type is
grouped into colour-differentiated zones; when the entered data are displayed,
the information is assigned to a pre-determined position within each zone (e.g.
all grammatical characteristics are displayed in green).

This display form in Preview resembles the traditional appearance of an
entry in monolingual dictionaries but at the same time will take into account
the possibilities of electronic database processing (it will also contain e.g.
hypertext links, various lists, etc.). In order to be able to print, it is necessary
to transfer this hierarchical structure of the entry into a linear form (e.g.
expand all lists before printing).

4.4 Access to material resources

In spite of the fact (or precisely thanks to it) that the modern technologies of
electronic processing of extensive material files are constantly being perfected,
research on the current lexis still remains a time-consuming matter, because
along with the new possibilities of searching for linguistic units the extent and
content of the studied material are also expanding.

At the time when the research plan was being submitted, only one fully
tagged and lemmatised corpus — SYN2000 (100 million words) was available for
research purposes. Already in 2006, another corpus of written texts —SYN2005
(100 million) was also made available, which will make it possible to search in
further texts but it can at the same time double the time needed for the
analysis of the searched concordances, because in some cases it is necessary to
perform the same procedures twice on different material — so far it has not been
technically possible to merge the two corpora. It is still an enormous benefit for
us, because it has become apparent mainly in the case of words which can be
found in SYN2000 with only low frequency that thanks to a different selection
of sources in the new corpus further evidence is offered, which often helps
elucidate and concretise the meaning concerned. The third corpus made
available is SYN2006PUB (300 million), chiefly oriented on journalistic texts.
Our LDB will remain separate from the corpora of the Institute of the Czech
National Corpus, i.e. it will not be possible to access individual corpora directly
from the database in order thus to prevent our server from being unnecessarily
overloaded.
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Abstract. Automatic Term Recognition (ATR) is not a simple task, it
is however an extremely important one. Methods for ATR can be di-
vided into three parts: linguistic, statistical or hybrid. Due to the fact
that the Polish language has rich inflections, the statistical approach
could produce incomplete results. On the other hand linguistic analysis
is resource demanding and time consuming. We decided to implement
statistical and hybrid methods in order to compare the effectiveness and
computing cost of each. For the hybrid approach we use our own gram-
matical filter, and for counting the frequency we use C-value method.
While for the statistical approach we will use an algorithm based on the
one proposed by Cohen (Cohen 1995). Our goal is to create an efficient
implementation that could be used by other linguistic systems, for which
Automatic Term Recognition will be crucial.

1 Introduction

In today’s world we are observing an exponential growth in readily available
information. The sheer amount of data available , for example through the In-
ternet, makes it very difficult to search through and localize the information
that one is interested in. Many multinational companies such as Amazon, Ebay
and Google (to name a few) are taking computational linguistics and applying
them to their vast databases with great success. Improved user customization
and advanced searches are helping everyone filter all unwanted data and get the
information that one wants.

“.. in computational linguistic we have recently witnessed a growth in the
interest in automatic treatment of terms, or linguistic units which characterized
specialized domain, especially when NLP systems are passing from the develop-
ment stage to the application stage.” [4]

The possibilities are far greater than what is currently commercially offered
and with the growth of interest in applications such as Name-Entity Recognition,
Information Retrieval or Information Summarization, the need for computing
not only common words, but Terms and Named Entities is crucial because these
parts of each sentence in natural languages are the parts that carry the most
relevant information.

The discovery of knowledge relies heavily on the identification of relevant
concept, which are linguistically represented by domain specific terms. [5]
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As you can see Automatic Term Recognition is rather a necessary process
in linguistic computations. Of course term dictionaries exist, however they have
their drawbacks and we choose not to use them in our research.

— Automatic term recognition, ATR in short, aims at extracting domain spe-
cific terms from a corpus which consists of papers or documents of certain
academic or technical domain. [8]

— ATR may also be described as it is the extraction of technical terms from a
special language corpora with the use of computers. [7]

While Terms represent the most important notions in the relevant domain
and characterized documents semantically and thus should be used as a basis
for sophisticated knowledge acquisition. [5]

Here are some Term definitions:

— Terms are the linguistic representation of the concept in a particular subject
fields, and are “characterized by special reference” as opposed to words that
“function in general reference over variety of codes”. [7]

— Term is “the intersection between a conceptual realm (a defined semantic
content) and linguistic realm.” [7]

— Terms differ from general language words primary by their nature of refer-
ence. Nevertheless, it is not always an easy task to divide terms from word.[9]

ATR is very important task in Natural Language Processing (NLP). Many
studies on automatic term recognition are concerned with interesting aspects of
terms and their uses, but most of them are not well founded and described. [4]

There’s a lack of Term research applications for the polish language alto-
gether.

Automatic Term Recognition in particular, is needed because simple but co-
herently built terminology is the starting point of many linguistic applications
and methods such as: human or machine translation, indexing, thesaurus con-
struction, knowledge organization, etc. Because a successful term recognition
method has to be based on proper insights into the nature of terms, studies of
automatic term recognition not only contribute to the application of computa-
tional linguistics but also to theoretical foundations of terminology. [4]

In this article we will describe two methods for Automatic Term Recognition.
First we will describe the statistical, followed by the linguistic approaches. Then,
we will present details of our hybrid algorithm. Finally we test each algorithm
using a single test data set. As a conclusion we will presents our findings and
show possible extension for the application.

2 Methods for automatic term recognition

An ATR procedure consists of two steps. Firstly the term candidates are ex-
tracted. Secondly the score is assigned to each term candidate that describes



256 Dominika Urbanska and Dariusz Piechocinski

how likely the candidate is a term or not. These steps can be obtained by a
statistical, linguistic or hybrid approach.
Statistical algorithms are based on frequency of occurrence or on probability.
Usually some statistical studies for recognizing complex units take a straight-
forward standpoint concerning the unithood of complex units. [4]

— For Salton, Yang & Yu indicates the method of extracting and weighting
complex index terms by simply extracting two adjacent words(...), and give
weights on the basic of their constituent elements. [4]

— Damerau (1993) based his weight computation on independent probability.

— There is also the Cohen (1995) algorithm, which will be described in details
in the next section.

Statistical methods don’t always return the correct terms, but at the same
time they are much easier to implement than any linguistic filter. These linguistic
filters can also be used as a methods for Automatic Term Recognition.

Some early linguistic methods which attempt indexing units consisting two
or more words are reported in Earl(1970,1972) and Klingbiel (1973). [4]

— Earl’s PHASE system uses a parser to obtain grammatical information about
words, and to select noun phrases as index term candidates. Final index
terms are selected from candidates according to the frequency of their con-
stituent noun elements. [4]

— Kliebel also uses grammatical information. The ‘recognition dictionary’ at-
taches parts-of-speech to each word in the text, from which certain gram-
matical sequences are selected as index term candidate. [4]

— Similar work has continued to appear to date, with some refinements in vari-
ous aspects, e.g. Portability, computational effectiveness, or range of coverage
of index term forms. [4]

The linguistic approach is time consuming, and requires additional resources,
such as corpora, or morphological analizators. On the other hand term candidates
are more accurate, since they are preselected by grammatical filters.

So even knowing the following:

— Terms differ from general language words primary by their nature of refer-
ence. Nevertheless, it is not always an easy task to divide terms from word.
[9]

— And even thought we know that terms are related to the restricted part of
communications such as medicine, law, I'T. [7]

— Most of the difficulties encountered in ATR come from the fact that dis-
tinguishing term from words in not an easy task. Though there exists term
formation rules, these are not strong enough to distinguish terms from non-
terms. [7]

It is pretty obvious that a mix, or hybrid, solution is possible. ATR can
also be implemented using both statistical and linguistic methods. For example
grammar filters can be used to extract the term candidates, while statistical
methods extract real terms from term candidates.
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3 Our solution

At first we wanted to implement statistical methods and linguistic ones to com-
pare their results. However during the research we decided to pursue the imple-
mentation of statistical and hybrid methods.

The hybrid method uses linguistic analysis and statistical computing.

1. First we extract all n-grams (where n=1,2,3) from the input text. Simply
method of extracting all n-grams causes that we receive also nested terms.
2. Terms are usually a noun phrases so we apply a grammatical filter in order
to get only grammatically correct sequences. Grammatical rules proposed by
us are:
— Noun Noun
— Adj Noun
— Noun Adj
— Adj Noun Adj
3. All n-grams that passed through the filter are our candidate terms. At this
stage we use a statistical method called C-value (described in article “Au-
tomatic Term Recognition using Contextual Cues”). The method is used
to measure probability that a term candidate is a real term. The C-value
method compares numerical values for an examined term ‘a’, namely:

— |a| - number of words in ‘a’

f(a) - frequency of ‘a’ in the corpus
b; - other terms that contain ‘a’

— T, - number of terms that contain ‘a’

_ logalal - f(a)
ela) = {logzlal (f(a) = g e, F(B) (1)

4. All candidates with a value higher than the threshold are treated as real
terms.

In the Polish language terms appear in texts in many different forms due
to their morphological and derivational variations, so there is a necessity of
normalization which is done, at the preprocessing stage at the begging of a
hybrid algorithm. We use a morphological analyzer Morfeusz and Polish corpora
[1].

Our second approach to term recognition is the statistical one, it is imple-
mented in two versions:

1. one that uses a Cohen’s algorithm [4]
2. one with C-value.

The C-value method is the same as we used in hybrid approach, so we can
compare its efficiency with and without linguistic pre-processing.

The Cohen’s algorithm implemented by us has been modified a little with
relation to its original version and it proceeds as follows.
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1. In the first step we extract n-grams just like in the hybrid approach.

. Following computing is done separately for all n-grams level.

3. For each n-gram its weight is calculated. Weight is assigned to the ceiling of
(n/2)-th wors in n-gram.

4. N-grams are regarded as terms if weight of its ceiling(n/2)-th word is greater
than the threshold or its first and last words’ weight both exceed the thresh-
old.

5. Finally for extracted terms scores are calculated as average value of its
weighted words. Those scores are used to create terms ranking.

[\]

The weight is defined as follows:
cilog(%) + bilog(%) — (e + bi)log[(fgi’j)] , when € >= b?
W (i) = (2)

otherwise 0

¢; and b; are the occurrence numbers of the " n-gram in the document and
corpus; s and r are the occurrence numbers of all n-grams in the document and
corpus respectively,

4 Tests and results

Estimation of term recognition was done using general domain corpus of the
Polish language, in which texts are taken from newspapers, parliamentary pro-
ceedings, prose, etc. For evaluation purpose we used a number of articles from
internet portal as a source documents to be terms recognized within. The division
of articles was as follow:

— 35% - general

— 20% - business

— 20% - information technology
— 25% - medicine domain

As a measure of term recognition performance we chose recall and precision
ratios.

— Recall, that is effectiveness of recognition, was measured as a ratio of cor-
rectly recognized terms to all terms in an article.

— Precision, that is efficiency of recognition, was measured as a ratio of cor-
rectly recognized terms to all extracted terms.

Results produced by the application were compared against human assessment.
Unfortunately during test period failures of the corpus server (which was
accessed by the Web) were occurring. A reason of failure wasn’t solved by the
time of sending article deadline, so the results we present are only partial and
are not representative. (But they are shown in the table nr. 2)
We would also like to discuss results and test procedure based on following
sentences:
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1. Zawarte w preparacie antocyjanozydy boréwki czernicy wywieraja stabilizu-
jacy wplyw na naczynia kapilarne, zwigkszaja napiecie zyl.

2. Zwiazki farmakologicznie czynne zawarte w glogu zwiekszaja przepltyw krwi
w naczyniach wienicowych i w miesniu sercowym.

There are 6 terms in above sentences , including nested terms (see table 1).
[3] introduces two types of counting extracted terms. A perfect hit occurs when
the boundaries assigned by ATR system coincide with those of term maximal
form (ie. naczynia kapilarne). An imperfect hit occurs when the boundaries
assigned by ATR system do not coincide with term maximal form (ie. na naczynia
kapilarne). We counted term extracted by the application as correct only if its
form was exactly the same like in table below (a perfect hit), because other forms
are useless for a user.

term / recognized by C-value w/ grammar|C-value w/o grammar|Cohen
antocyjanozydy boréwki czernicy

boréwki czernicy * *

naczynia kapilarne * *

naczyniach wienicowych * *

mieéniu sercowym * *

Zwiazki farmakologicznie czynne

Table 1.

method / ratio|C-value w/ grammar|C-value w/o grammar|Cohen

recall 0,85 0,22 0,16

precision 0,71 0,71 0,28
Table 2.

As a conclusion we may say that hybrid method produces the best results.
Although precision of the C-value is the same with and without grammar, there
is much difference in recall ratio. The reason of linguistic (hybrid) methods has
obtained a higher score, can be easy explained. Grammatical filter eliminate
construction, which are not corrected for terms. Such as i w (and in), zawarte w
(consists in), while statistical method is based only on frequency. So if frequency
of such construction appears in corpora a lot, such construction can be treated
as terms. There is no doubt that results produced by the Cohen’s algorithm are
the worst. But because of the small number of test articles we can’t say if this
method is really worse than C-value.

The log-likehood ratio adopted by cohen is considered to be statisticaly valid
for binominal distributions with low-level occuring events, and in thus in a
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stronger theoretical position. Hoever in the case of Cohen this is adopted at
n-grams characters, thus it cannot be said to be statistically valid with respect
to the terms. [4]

Another valuable remarks is that result of methods, which are using the
corpora, depends much on size and domain of given corpora. Terms which are not
in the corpora at all, won’t be recognized in texts. (for example antocyjanozydy
boréwki czernicy)

We also notice that c-value method does not work for single-terms. Since we
calculate the product of two attributes, and we want to obtain number greater
than 0, any of the attribute can be equal to 0. Unfortunately the attribute log(a),
where a is equals to 1 is 0.

5 Summary

Although the work on application is not fully finished, the proposed solutions
are sufficient. Both statistical and hybrid solution during test stage obtained
reasonably good result. We see, that ATR task is an important one, for other
NPL application. Therefore probably we would like to extend this application
more, so it could be a starting point to some other systems.
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Abstract. Presented French-Slovak parallel corpus «FRASK» is a size-
able corpus consisting of European Union legislative texts and fiction in
both French and Slovak languages. Texts are sentence-aligned, lemma-
tized and contain morphological information. The searching mechanism
includes the possibility to query single words, phrases, lemmas and mor-
phology tag, using regular expressions. The corpus is publicly available
on the internet.

1 Introduction and choice of texts

The intended scope of the corpus is twofold: first, to create an aligned cor-
pus of French and Slovak text for general purposes, and second, to support
cross-language terminology research, especially with emphasis on legal and eco-
nomic texts of the European Union legislature. The corpus therefore consists of
two kinds of texts, the first part consisting of fiction and the second consist-
ing of a collection of texts of European Union law. At the moment, the fiction
part of the corpus contains three French novels and their translation into Slo-
vak. Texts of European Union law include The Official Journal of the European
Union, treaties, legislation, case law, preparatory acts and parliamentary ques-
tions. These texts were obtained from the JRC-ACQUIS Multilingual Parallel
Corpus, Version 3.0 [jrc07], where the texts were already downloaded from the
European Union information portal and conveniently converted into the XML
format — but without any additional linguistic annotation, nor language-aligned.

The size of the corpus is 334 021 French and 226 990 Slovak words for the fic-
tion part and 65 797 270 French and 59 076 782 Slovak words for the EU law part,
totaling 66 131 291 French and 59303 772 Slovak words (punctuation included).

2 Text format and processing

Texts in the corpus are processed in several phases using a modular system
where each conversion step is applied to the previous level of conversion. There
are several levels of conversion:

1. Conversion from the original file format (HTML, MS Word, etc.) into a
simple text format (UTF-8 encoding, paragraphs separated by a blank line).
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2. Manual editing of the document, where applicable (not in the case of the
EU subcorpus). Stray texts at the beginning and end of the documents were
compared and brought into agreement — there are often differences across the
translations in the format of the document title, author, editorial prologues
or epilogues.

3. Conversion into TEI XML format, with paragraphs marked by a correspond-
ing XML tag.

4. Lemmatization and part-of-speech (or full morphological) tagging, convert-
ing the document into TEI XML format with sentence delimiters and gram-
mar information for each word.

5. Conversion into simple text format suitable for the hunalign aligning pro-
gram (using only lemmas, to help the aligning process), with a special sign
‘q’ as a paragraph separator.

6. Adding the alignment back to the TEI XML format as an attribute for the
sentence XML tag, linking to the corresponding sentence(s) in the opposite
language document.

7. Converting the data into a vertical file format, suitable for the Manatee
corpus manager indexing.

Before lemmatization, the texts were typographically normalized — different
quotation marks (Slovak ,, “ ” and French “ 7 « ») were all internally translated
into simple straight quotes " (U+0022 QUOTATION MARK) and various kinds of
dashes were translated into U+002D HYPHEN-MINUS for the benefit of TreeTagger,
which works internally in the Windows-1252 codepage and cannot properly deal
with rich typographical characters.

2.1 French lemmatization and POS tagging

French texts have been lemmatized and morphologically annotated with Tree-
Tagger, a tool for annotating text with part-of-speech and lemma information.
The part-of-speech tag system used is described in [Ste03]. POS tags for the
French language include 33 tags which describe major word classes and some
of their inflectional variants (e.g. verbs in conditional, future tense, imperative
etc.), tags for special word forms (abbreviations, acronyms), miscellaneous sym-
bols and certain punctuation marks.

The French letter (ligature) e dans o (B, @) has been retained in the
corpus. Although the majority of the texts used the simple oe character sequence
(probably due to inadequate historical use of the ISO/IEC 8859-1 character
encoding), we decided to keep the e character, if present in the source texts.
This means that both the variants (e.g. coeur and ceur) are considered to be
two different words and special care has to be taken when querying the corpus
(e.g. by using the appropriate regular expression "c(oel®)ur"). Lemmatization
contains the orthographically correct e form regardless of the original variant,
so when querying the lemma attribute only the canonical form needs to be used:
[lemma="ceur"] (compare with [lemma="moelleux"]).
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2.2 Slovak lemmatization and POS tagging

Slovak texts contain complete morphological information. Each word is assigned
a lemma and a morphological tag, containing all the relevant grammar informa-
tion (such as gender, case, number, tense, aspect). The tagset used is described
in [Gar06], and for homonymy disambiguation, we are using the Hunpos tagger
[HKOO07] trained on a manually annotated corpus of about 511 thousand tokens.

3 Alignment accuracy

Texts were aligned using the hunalign [VNH"05] software, which works on a
sentence level, using a combination of length and dictionary based similarities
to align the parallel texts. Although hunalign is able to work without a supplied
dictionary, using one can improve the alignment dramatically. Since no French-
Slovak dictionary was available, we bootstrapped a dictionary from automati-
cally generated aligned word pairs, manually correcting the entries, obtaining an
initial dictionary of 1505 entries, and then running the alignment again, gener-
ating a new automatic dictionary and correcting it again manually. At the end,
we obtained a dictionary of 6 858 manually verified word pairs. Alignment accu-
racy was estimated by choosing several (Slovak) words and randomly choosing
several hundred concordances semi-uniformly dispersed throughout the corpus
and manually counting the number of matching bisentences. We considered only
‘perfect’ matches, i.e. only those, where one source language sentence was trans-
lated by one target language sentence and correctly aligned!. In the following
tables, we see the accuracy compared using the initial small dictionary, using
the final dictionary and for the fiction corpus only, for the whole corpus, and
for the whole corpus with filtered bisentences only (taking into account only
those bisentences where alignment score as given by hunalign exceeds 0.5 and
the lengths of original and translated sentence differ by less than 30 %).

dictionary
smaller bigger

maly 585 63.2
pocut 77.8 84.4
voda 62.5 60.5
alebo 62.6 66.7

total 63.9 66.9

word

Table 1. Improving alignment accuracy by increasing dictionary size, the whole corpus.

! Obviously, using this method we can never reach 100 % accuracy, because often there
is not a 1:1 correspondence between original and translated sentences, and even if
correctly aligned, we do not count such translations as accurate.
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dictionary
smaller bigger

maly 76.7 91.5
poc¢ut 69.2  83.7
voda 69.0 84.5
alebo 69.3 79.7

total 71.5 85.0

word

Table 2. Improving alignment accuracy by increasing dictionary size, fiction only.

corpus
fiction whole filtered

word

maly 91.5 63.2 94.5
pocut 83.7 84.4 87.1
voda 84.5 60.5 83.0
alebo 79.7 66.7 90.3

total 85.0 66.9 88.8

Table 3. Comparing alignment accuracy, bigger dictionary.

4 Query interface

Corpus backend is provided by the Manatee server [Ryc00], where each half
(Slovak and French) of the corpus is indexed separately. Links between the
halves are provided in form of a link attribute to the sentence XML tag (i.e.
<s 1ink="5+6" id="4">...</s> means that the 4! sentence in one language
corresponds to the 5! and 6" sentences in the other language). On top of the
Manatee libraries, a custom WWW-based search interface has been built, using
the Karrigell web application framework [kar07] in the Python programming
language. The query interface follows the CQP syntax and provides full reg-
ular expression queries for words, lemmas and POS tags (or morphosyntactic
attributes), displaying the result in a KWIC-like format, with parallel text from
the other language displayed alongside.
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hitp:fikorpus juls.savba.sk

Eile Edit View Bookmarks Widgets Feeds Tools Help

44 bRl % 3 IjL hitp:/korpus juls.savba.sk:80B4/manatee ks'do_query?query= 2 j|@ 100% ;”

Manifiore Recherche | dans le corpus [frask-fr =]
dadd e iAol tiutdlyz ANCDEE T LLNOOORRS TOUDYZ[) . N

NACEEETTOCEOVaag

En savoir plus »

0

€

flBlcefi
e

C' était Maniflore , une vieille cocotte pauvre ,
oubliée , hors d' usage , et devenue tout a coup
grande citoyenne .

65899194

Pourtant , il faut le reconnaitre , cette affaire
Pyrot , féconde en prodiges , revétait Maniflore d'
une sorte de majesté civigue et la transformait ,
dans les réunions populaires , en un symbole
auguste de la justice et de la vérité .

65899324

Chez aucun antipyrot , chez aucun défenseur de
Greatauk , chez aucun ami du sabre , Bidault-
Coquille et Maniflore n' inspiraient la moindre pointe
d' ironie et de gaieté .

65899370

Bidault-Coguille et Maniflore grandissaient a vue d'

65899422 R . )
oeil sous ' injure , |' outrage et la calomnie .

Bola to Ejkvietkova , stara chudobna kurtizana ,
davno zabudnuta a mimo prevadzky , zrazu velka
obéianka .

Jednako — to treba priznat' — tato Pyrotova
aféra , oplyvajlca zazrakmi , dodavala
Ejkvietkove] aklsi obdiansku majestatnost’ a na
ludovych zhromaZdeniach ju menila na vzneseny
symbol spravodlivosti apravdy .
Bidlo - Ulitny s Ejkvietkovou nevzbudzovali v
nijakom antipyrotistovi , v nijakom Greataukovom
obrancovi , v nijakom priatefovi Sable ani len
Stipku irénie Siveselosti,

Bidlo - Ulitny s Ejkvietkovou navidomoéi rastli pod
tlakom uraZok , hanobenia a osocovania .

Sur la plus haute marche resplendissait , souriante
et farouche , Maniflore , courtisane héroigue ,
jalouse de mériter , comme Léena un monument
glorneux ou , comme Epichans , les louanges de '
histoire .

0..4/10 (5)
Gemitre

Na najvyssom schode Ziarila usmievava a drava
Ejkvietkova , hrdinska kurtizana , dychtiaca
vysliZit' si pomnik na svoju slavu ako Leaina a &i
pochvalu dejin ako Epicharis .

65902339

Fig. 1. Example of the query interface; searching for a proper noun.

5 Conclusion and further work

From the alignment accuracy comparisons we see that the alignment depends
heavily on the size (and presumably quality) of the bilingual dictionary available.
Our final dictionary of 6 858 words is obviously too small to cover much of the
input texts, and does not contain many specialized words frequently present in
legal texts. Our first necessary task will be to increase the size of the dictionary
and to add the most frequent terms present in the European Union texts.
Since the provenience of the EU translations is not very clear, it is possible
that we are dealing with two parallel translations into French and Slovak, not
with the original and translation (in fact, the majority of the texts are probably
just translations from original English). This does not diminish the usefulness of
the corpus as such, but compels us to interpret the results with care and to apply
additional measures to improve the corpus accuracy. In particular, we have to
implement filtering, removing misaligned sentences and eventually also sentences
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containing too much nontextual information — in the EU texts, there are often
various lists, enumerations, tables and other elements, as well as complete texts
in third unrelated languages in both the French and Slovak parts. Filtering out
this content would improve the usefulness of the corpus texts and improve the
aligning tools accuracy.

In the future we plan to provide the French part of the corpus with complete
morphosyntactic annotation, using the FLEMM analyzer [Nam00]. In addition,
an increase in the amount of texts in the corpus is a high priority, in order to
augment the (rather small) fiction part to a more representative volume.

References

[Gar06] Radovan Garabik. Slovak morphology analyzer based on Levenshtein edit
operations. In Proceedings of the WIKT’06 conference, pages 2—5, 2006.

[HKOO07] Péter Haldcsy, Andrés Kornai, and Csaba Oravecz. HunPos — an open source
trigram tagger. In Proceedings of the 45th Annual Meeting of the Association
for Computational Linguistics Companion, pages 209-212. Association for
Computational Linguistics, 2007.

[jrcOT7] http://langtech. jrc.it/JRC-Acquis.html, 2007.

[kar07]  http://karrigell.sf.net/, 2007.

[Nam00] Fiammetta Namer. Flemm: Un analyseur Flexionnel de Francais & base de
regles. In Christian Jacquemin, editor, Traitement automatique des Langues
pour la recherche d’information, pages 523547, Paris, 2000. Hermes.

[Ryc00]  Pavel Rychly. Korpusové manaZery a jejich efektioni implementace. PhD
thesis, Faculty of Informatics, Masaryk University, Brno, 2000.

[Ste03] Achim Stein. French TreeTagger Part-of-Speech Tags, 2003.
http://www.ims.uni-stuttgart.de/ schmid/french-tagset.html.

[VNHT05] Déniel Varga, Laszl6 Németh, Péter Hal4csy, Andras Kornai, Viktor Trén,
and Viktor Nagy. Parallel corpora for medium density languages. In Pro-
ceedings of the Recent Advances in Natural Language Processing 2005 Con-
ference, pages 590-596, 2005.



Tools for the Input of Morphological Data — L 21
Solution Proposal

Milada Voborska

Institute of the Czech Language of the ASCR
voborska@ujc.cas.cz

Abstract. The morphological tools developed within PRALED conform
to our endeavour to describe the morphological characteristics of a word
(taking into consideration also the vagueness between the word classes
and their subcategories). By these means, it will be possible to capture
and describe i.a. fluctuation in gender, the fuzziness of number in
nouns, or to find a word with similar characteristics but classified under
another wordclass.

1 Introduction

When describing the morphological characteristics of a headword in a computer
database, we attempted to make use of the possibilities offered by the computer
program and the advantage of the abundance of space for the input of
preferably complete and synoptic information. The computer processing does
not limit the compilers to listing only relevant forms of the word on the basis of
which the user of a dictionary would complete the whole paradigm relying on
his/her own knowledge by matching the word in question to the respective
paradigm or look for the word forms in complete overviews of the paradigms of
the word classes, as has usually been the case up to now. The abundance of
space makes it possible not only to list a complete paradigm for every word but
also to supply the necessary morphological data in the special blocks of the
exemplification section. The exemplification of a word in a relevant form in a
wider context allows the user to understand more easily the language situations
in which the given form appears and provides an explicit demonstration of how
marked the usage of a certain word form may become in some texts. The tools
were designed in such a way as to make it possible to cover the fluctuation
between word classes and their categories, overlaps and transitions between
them and to provide space for such phenomena which cannot be unequivocally
classified into individual grammatical categories. This attempt was motivated
by both various possible linguistic interpretations and with regard to
contemporary technological possibilities (i.e. when searching for particular
phenomena).

1 This paper was created within the research plan of the ICL of the ASCR Creation
of a Lexical Database of the Czech Language of the Beginning of the 21st Century
(AV0Z90610521).
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Words which function as different word classes when used differently are
processed as separate entries. The selection of the word class determines the
tool menu for the description of the morphological categories which is activated
by clicking on the respective button on the bottom toolbar of the entry being
edited. The inputted data will then be displayed in Preview on the line below
the heading of the entry (with the unfilled fields remaining hidden). It will also
be possible to use the same tools for the individual meanings of polysemes.
Another place for providing grammatical information should be a tool Note
related to the paradigm, making it possible to comment on the marked usage of
some word forms, variant endings, etc., to which an exemplification block
showing their usage in specific contexts should correspond.

2 Specification of tools for individual word classes

2.1 Nouns

The declension of a head word can be described thanks to the selection of pre-
pared items, which will provide the inflection of the described entry word. A
situation when a word is both inflected and remains uninflected (image) may be
marked separately or the tool duplicated if the word needs to be classified
under two declension types (slanecek). The selected tools will make it possible
to describe cases when the genders of a word differ in singular and plural
(kniZe, dité). Possible differences in the usage of a noun in a certain number
will be entered either in a grammar note or at the level of individual meanings
if a new meaning is created by using the word in plural (pamét vs. paméti).
Special items are prepared for the description of words which are in a certain
meaning used mostly or exclusively in singular or plural. The fluctuation in
gender with the meaning of the word and the form in the nominative singular
being the same will be treated by adding a whole line with grammatical
information and giving both (more) paradigms (smeé, kdpo). Each paradigm
will show all the standard alternative endings; should the usage of one of them
be marked, a gloss will follow in a grammar note. Nouns of the type chot,
backora, naivka, which have the same form of the nominative singular for both
male and female genders but with a different subsequent declension will be
treated as separate homonymous entries. The exemplification will then
illustrate the notes given in the grammatical information and provide the
contexts for all variants; possible markedness will be indicated in the relevant
item next to the field for contexts.

‘Subtype’ is the working name for the item intended for providing informa-
tion on the type of the noun (plurale tantum, singulare tantum, collective
noun, abstract noun, mass noun, proper noun). The item ‘Feature/Function’
provides two characteristics, namely for nouns with a quantifying feature, for
which the abbreviation ‘kvant.” (quant.) is reserved (it will also be used for
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other word classes) so that all words distinguished by this feature (polovina,
stovka, more) could be found upon entering the abbreviation. The abbreviation
‘predik.’(predic.) will be used for the meaning of a polysemic lexeme in which a
noun will be in the predicative position (zima, hanba, radost, skoda).

Deverbal nouns, nouns designating qualities (-ost), feminine nouns derived
from masculine animate forms and diminutives (in the case of last two
depending on the degree of lexicalisation and frequency in the corpus) will be
given separate entries.

2.2 Adjectives

The first information will serve for the specification of the manner of inflecting
adjectives. Should there be semantic differences in the usage of suffixed
adjectival forms (longer) versus nominal (shorter) forms, it will be shown in
the relevant grammar information on the card of the given meaning which of
the forms refer to the meaning in question (eg. hodny, hoden — deserving some-
thing vs. only hodng — good, kind; a fair (way)). Another menu concerning
adjectives is used for recording a more detailed information on the type of
adjective, or on its formation (possessive adjectives, adjectives formed from
transgressives and participles, eg. syniv, varici, peceny). Like in the case of
nouns, also here the abbreviation ‘kvant.” will be used to indicate the quantify-
ing feature (mnohy, pétimilionovy).

Comparison of adjectives will be shown at the end of the section for the
grammatical information.

The inclusion of deverbal adjectives in the list of entries will be determined
by the degree of their lexicalisation and the frequency of the lexeme. They will
be explained or will have a link inserted, which will take the user to the verb in
question.

3 Proposed solutions for other word classes, which will
need to be further developed

3.1 Pronouns

We proceed from the fact that pronouns, along with other expressions of a
similar nature, form a group of deictics. Apart from pronouns, this group is
mainly formed by pronominal adverbs and pronominal numerals. All should be
marked in the database with ‘deikt.” (deict.) = a deictic word. The expressions
bearing the semantic feature of quantification will, in addition to the abbre-
viation ‘deikt.’; also have the label ‘kvant’. (quant.). Our further intent is to
indicate the syntactic function of the pronoun in the sentence.
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3.2 Numerals

It is necessary to solve both the classification of numerals and the method for
their description to ensure that all essential features of the lexical unit being
described are included. In Mluvnice cestiny [1], numerals are conceived very
broadly, including also such designations considered by dictionaries to be nouns
or adjectives, eg. cturt, polovina, dvojice, stovka, nulovy, tisicovy, mnoha-
milionovy. We suggest that these groups of expressions be considered as nouns
and adjectives while additionally labelling them with the abbreviation for the
quantification feature at a relevant place. We would simultaneously like to
indicate that some numerals have morphologically and syntactically a character
of nouns (milion), adjectives (pdty) or adverbs (dvakrdt).

3.3 Verbs

Our intent is to present a full paradigm of its forms for each verb, which will
make it possible to include the information on the grammatical categories of
verbal person, number, mood, tense and voice in this overview and describe
possible particularities in the note and document them in the exemplification
block. Items have been proposed for this word class which will contain a menu
for the selection of adequate data rendering the headword being described. One
of them will be intended for aspect, followed by a text field for the input of the
aspect counterpart and also the syntactic and semantic characterisation of the
verb, such as eg. valency, valency field, grammatical sentence pattern, semantic
sentence pattern and others.

3.4 Adverbs

The traditional classification of semantic groups of adverbs into adverbs of
place, time, manner, cause will be included in the explanation of meaning.
Neither in the case of adverbs, however, will the classification be unequivocal,
the individual usage of the words may differ (neobycejné krdsng vs. neobycejné
obleceny).

Tools have been prepared in the database which will make it possible to
indicate stative and modal predicative adverbs, adverbial deictic expressions
(jak, kdy, tam, vsude, etc.), which will be indicated as ‘deikt.” (in common for
all deictic expressions), and ‘kvant.’ for adverbial expressions denoting
quantum. In the case of pronominal adverbial expressions, it is possible to indi-
cate if they are demonstrative, interrogative, relative, indefinite or negative.

Comparison of some adverbs will be shown, like in the case of adjectives, at
the end of the grammatical information.

References
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Abstract. We discover and experiment with categorization-based meth-
ods to natural language identification. Two approaches to language iden-
tification based on Markov processes are compared, both methods treat
the incoming text on the character level. We performed series of experi-
ments with the aim to make certain of high precision in language identi-
fication task of selected methods and also with the objective to compare
them against themselves. Experimental evaluation was based on large-
scaled Multilingual Reuters Corpus with various European and Slavic
languages. Our research results showed that both methods are compara-
ble in the task of natural language identification achieving recall as high
as 99,75%.

1 Introduction

Natural language identification is the process of automated labeling textual doc-
uments by their language (e.g. this paper should be labeled as written in En-
glish). Although exact definition of the term natural language is not formed, the
term covers languages used by humans for common communication (like Slovak
or English), as a opposite of artificial languages (e.g. C++, Java).

Exploration of automated language identification is usually motivated by sim-
plifying document preprocessing and organization of information, this is also the
case of our research, which is involved in a project affiliating methods and tools
for acquisition, organization and maintenance of information and knowledge in
an environment of heterogeneous information resources!.

As many language identification approaches exists (see survey by Cole
et al. [1]), we point out our main demands with the aim to determine the proper
identification method:

— efficient — capable to process large number of documents in real-time
— language independent — process text quantitatively in contrast to methods
based on language specific features

* This work was partially supported by the State programme of research and devel-
opment “Establishing of Information Society” under the contract No. 1025/04.
! Project NAZOU — http://nazou.fiit.stuba.sk/
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— document format independent — identify language directly from text of doc-
ument and not rely on meta-information bound with this document (which
can be missing or incorrect)

Enlisted demands can be fulfilled by language identification method based
on statistical modeling of text. A text modeling technique used by selected iden-
tification method should not make use of whole words or even sentences, rather
putting stress on the lower level of granularity, hence chains of characters of text
should be regarded. According to the mentioned requirements, two techniques
satisfy our demands: Markov processes and the N—gram analysis. While we re-
alized experiments with N—gram methods in our previous work [2], in this paper
we explore, compare and improve two language identification methods based on
Markov processes designed by Dunning [3] (Statistical identification of language)
and Teahan [4] (Text classification and segmentation using minimum cross en-
tropy). In the rest of the paper we will refer to these methods by their author’s
name.

The major contributions of this work are (1) theoretical and experimental
comparison of two concurrent Markov processes based language identification
methods using large-scaled Reuters Corpora, and (2) enhancement of the pro-
cess of evaluating the best matching language in the identification phase by
normalization by document length, which extends the scenarios of use of both
methods.

The rest of the paper is structured as follows. Overview of related work is
proposed in Section 2. Identification methods based on Markov processes are ex-
plained in Section 3. Proposal of additional castigation of categorization methods
using normalization is in Section 4. After that, we report out experimental results
aimed at comparison of the language identification methods in Section 5. Finally,
Section 6 concludes the paper and points out some issues requiring further work.

2 Related work

One of the simplest approaches to language identification is based on common
words and unique combinations of characters [5]. This approach works quite well
for large documents, but fails when the incoming textual information in getting
smaller (e.g. document containing only one sentence).

Another way of language identification is to use N—grams. On of the most
cited method is designed by Cavnar and Trenkle [6], based on list of the most
frequently observed N—grams (i.e. sequences of characters), variable N-gram
length is used. Suzuki et al. [7] discovers a methods based on N-grams capable
to identify language and character encoding together. We experimented with
this method using Slavic languages and character encodings in [2].

Many other language identification methods are derived from universal cate-
gorization methods, e.g. Naive Bayes, Support Vector Machines [8] or k-Nearest
Neigbour [9]. Survey by Aas and Eikvil contains overview of these categoriza-
tion methods, tools and linguistic corpora [10]. The drawback of these methods is
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that the text is usually represented as a bag-of-words and language specific pre-
processing as stop-word removal or stemming is necessary, another disadvantage
is that the feature space is usually large and must be reduced, although fea-
ture space reduction methods based on Information Gain, Principal Component
Analysis [11] or Collaborative Filtering [12] are already well explored.

3 Language identification methods based on Markov
processes

Both language identification methods use the well known supervised learning
schema [13]. Statistical model is created for each language in the learning phase.
Each language model is constructed from pre-selected training text. Then iden-
tification phase can be proceeded, documents to be identified are passed and
language tags are assigned to them. The best-fitting language model for each
document is determined by an evaluation function.

While the Markov processes theory serves as the basis for both language
identification methods, we shortly describe this theory first. Further reading on
probabilistic modeling of text can be found in [14].

3.1 Markov processes as text modeling tool

Stochastic process is called the first order Markov process if its state ci in time
k depends only on previous state cx—1 in time k& — 1 (Formula 1).

P(ekleco,c1y- -y c—1) = P(ck|ck—1)- (1)

In general, n-th order Markov process is described in Formula 2.

Plek|co, 1y -y cha1) = P(Ck|Ch—ny- -y Cl1)- (2)

The character sequence cx_p,...,ck—1 is named as Markov process prefiz
(also the term context is used), ¢ is usually named suf fiz.

3.2 Dunning’s language identification method

Learning Phase — Creating Models of Language Categories A training
text document (representative of particular language) is processed as a stream of
characters. This stream is divided into Markov processes with length k characters
(k is the order of Markov process). Each unique Markov process is stored together
with information about its number of occurrences. After processing the whole
document, all Markov processes counts are converted into probabilities using
Formula 3 (k-th order Markov processes).

T(w1 .. .wk+1) +1
T(wy ... wg)+ |4]

(3)

p(w1 e wk+1) =
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where |A] is the size of an alphabet, T'(w; ... wy) is number of occurrences
of Markov process prefix, T'(w; ... wg41) is number of occurrences of the whole
Markov process and p(w; ... wg4+1) is the computed probability.

As an example, processing the text “abracadabra” into Markov processes of
order k = 1 is in Table 3.2, ¢ is the number a particular Markov process occurred
and p is the probability computed using Formula 3.

Order k =1
Predictions ¢ p
a—b 2 3
— C 12
—d 12
b—r 2g
c—a 1%
d—a 1 2
r—a 2g
8

Table 1. Processing the text “abracadabra” into 1st order Markov processes.

Identification Phase Language category models (i.e. persistently stored Markov
processes bound with their occurrence probabilities) are created for each lan-
guage in the learning phase. In the identification step, evaluation function is
applied to the input text for each language model (Formula 4) and the best
matching language model is determined.

log p = Z T(wy ... wgt1)log plwiyr|ws ... wg) (4)

wi.. Wi41€ES

where T'(wy ... wg41) are the number of occurrences of all Markov processes
present in the text and p(wgy1|ws ... wy) is the probability stored in a partic-
ular model for each Markov process. While the model can handle only already
observed Markov processes, yet unobserved processes on the input are skipped
in this phase. Logarithm scaling is used due to avoiding problems of numeric
underflow.

Overall probabilities computed for each language category by evaluation func-
tion are compared between themselves and the model with a result closest to
zero is the best fitting.

3.3 Teahan’s language identification method

Although the supervised learning schema and Markov processes are also used in
this language identification methods, the process of creating the language models
and evaluating the best fitting model differs. While this identification method is
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more sophisticated and complex, detailed description of the method is beyond
the scope of this paper. Deeper explanation and discussion can be found in [4]
and [15].

Learning phase Dunning’s identification method stores Markov processes only
of particular length k, language models adopted in this method use various length
of Markov processes together. Theoretically, this approach brings smoother mod-
eling of a text.

At first, all Markov processes and their counts are extracted from training
text. Dunning’s language identification method extracts only Markov processes
of exact order k, Teahan’s approach takes into account also all lower orders
Markov processes k—1, k—2, ..., 0 and —1 (Note that Markov process of order
0 is the distribution of separate characters in a text and Markov process of order
-1 is the estimated distribution of all characters that did not appeared in the
training text).

Next, Markov processes counts are converted into probabilities (Formula 5).
While different orders of Markov processes are used, “escape” probability mech-
anism is involved, providing switching from higher orders of Markov processes to
lower. Escape probabilities are important when Markov process of length &k oc-
curs on input and this process cannot be found in the highest order model table
(length k). In this case, order of model is decreased to k — 1, actual Markov pro-
cess on input is also shortened and this overstepping between different process
orders is count in with relevant escape probability.

c(¢)
n—+t

and p(¢) = (5)

¢(¢) is the number of times a particular prefix of Markov process was followed
by the character ¢, n is the number of all tokens that have followed and ¢t is
number of unique characters that have followed. e is the escape probability and
p(®) is probability for particular character.

Processing of the text “abracadabra” using method based on Teahan’s method
is displayed in Table 3.3, involving Markov processes of orders 1, 0 and -1.

e =
n+t

Identification phase Models of selected languages are already created in the
learning phase. Document written in yet unknown language is processed as a
stream of characters and Markov processes of all lengths from k to 0 are ex-
tracted. For each model of language and set of all Markov processes present in
input text, a cross entropy is computed (6). The language model which has the
value H (M) closer to zero is chosen as the best fitting and input document is
labeled as written in this language.

H(M) = —ZpM(wl,...,wm) log par(wi, ..oy Wiy) (6)

The probability for character model of length k is determined using For-
mula 7.
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Order k =1 Order k =0 Order k = -1
Predictions ¢ p|Predictions ¢ p [Predictions c¢ p
a—b 2 % — a 5 % — A 1 ‘—}4‘
—C 1 % — b 2 %
—d 1 % —cC 1 1—16
— Esc 3 2| —d 1 %
— T 2 1—26
b—r 2 % — Esc 5 1—56
— Esc 13
c—a 1 %
— Esc 13
d—a 1 %
— Esc 13
r — a 2 %
— Esc 13

Table 2. Processing text “abracadabra” using Teahan’s method.

m
par (w1, wa, .oy Wiy :Hp’(wi|wi_k...wi_1) (7)
i=1

p’ gives the probability returned by model of order k.

Although the escape mechanism (described in the learning phase of this
method) helps deal better with already observed Markov processes (or their
sub-processes), when yet unobserved Markov processes is present on input and
its first character does not matches first character of any highest level Markov
process in a language model, the escape mechanism cannot be applied and the
actual Markov process must be skipped.

4 Normalization of the evaluation function by document
size

In some cases, we are not aimed at identification of many languages, but only of
one exact language — e.g. we have a set of documents written in many languages
and we want to filter out only those written in Slovak (note that we even may
not exactly know which languages are present in the document set, thus we
cannot create models for all languages). In the current state, both language
identification methods are not designed to deal with this problem, while they
always assign a language label to the input document in the identification phase
— when only Slovak language model will be created in the learning phase, all
documents from the document set will be labeled as Slovak.
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We can deal with this problem by involving normalization of evaluation func-
tion by document text length, which enables us to divide the document-space ex-
plicitly into two sub-spaces: a sub-space containing documents written in Slovak
language and a sub-space where are non-Slovak document. Evaluation functions
of both language identification methods are normalized using Formula 8.

F(language model, input text)

F(l del, 1 t text =
( anguage moaet, mput tex )norm #Chars(input teCCt)

(8)

#chars(input text) is the number of characters in input text. Note that differ-
ent approaches to normalization are known (Overview of alternative approaches
to normalization is in work of Singhal et al. [16]). In Formula 8, normalization by
the number of characters in a text is used while character encoding independence
is achieved.

5 Experimental evaluation

The main goal of our experiments is to determine, if more precision modeling of
a text involved by the identification method proposed by Teahan (described in
Section 3.3) brings better results in language identification when compared with
results of the method proposed by Dunning (Section 3.2). Second experiment
investigates, if the normalization of an evaluation function (in both language
identification methods) allows to separate the state space between models of
languages.

5.1 Language identification

Comparison of the language identification methods was performed using eight
European languages from the Multilingual Reuters Corpus? — Danish, German,
Spanish, French, Italian, Norwegian, Portuguese and Swedish. Many models were
created for each language with the aim to compare the identification methods in
various conditions. Different granularity of modeling of the text was achieved by
using 1st, 2nd, 3rd and 4th Markov process orders were (larger orders of Markov
processes were not used due to memory limitations), the amount of learning text
varied from 25 kB to 200 kB.

After the learning phase was accomplished, 2 000 testing documents for each
language were passed and the ability of the language identification methods to
correctly label the testing document was measured. Average size of the testing
documents in the corpus is 1,2 kB, Figure 1 displays the histogram of the testing
documents.

Results of the language identification in Table 5.1 and 5.1 contains averaged
values for all languages.

2 Reuters Corpora — http://trec.nist.gov/data/reuters/reuters.html
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Fig. 1. Document size distribution in the Multilingual Reuters Corpus.

Markov process order] training text length [kB] / Recall [%)]

25 | 50 | 75 | 100 | 125 | 150 | 175 | 200
1st 97.09]97.95|98.66{98.83(98.88|98.96|99.04(99.20
2nd 97.86(99.14/99.43|99.50{99.52|99.56|99.65(99.62
3rd 98.05(99.13(99.48(99.55[99.56|99.59|99.65(99.67
4th 97.67| 8.83 [99.08]99.28(99.36|99.61|99.63|99.70

Table 3. Language identification method proposed by Dunning, Recall values.

Markov process order training text length [kB] / Recall [%)]

25 | 50 | 75 | 100 | 125 | 150 | 175 | 200
1st 97.22(98.20(98.74|98.88(99.00|99.15|99.37|99.38
2nd 97.92(99.07|99.30{99.45(99.56|99.64|99.71|99.75
3rd 89.16(97.52|98.85(99.12{99.43|99.50{99.64(99.67
4th 64.79(62.60|62.94(62.01(70.37|77.47|81.03|84.20

Table 4. Language identification method proposed by Teahan, Recall values.
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Comparison of the results in Tables 5.1 and 5.1 shows that both methods can
deal very well when language models consisting of 1st, 2nd and 3rd Markov pro-
cess order are used. Although the highest value of recall (99.75%) was achieved
using the more sophisticated identification method proposed by Teahan, results
shows that this method performs significantly worse when 4th of Markov pro-
cesses are used. This degradation is present when the language model must treat
yet unobserved Markov processes, which harms the Teahan’s method more signif-
icantly. Unfortunately, adopting some mechanism to avoid this degradation will
make already very complicated identification method even more complicated.

5.2 Normalization of evaluation function

The aim of this experiment is to determine, if the involvement of the normaliza-
tion can clearly distinguish between languages, even when very similar languages
are taken into account. If this hypothesis turns to be true, it will be possible to
decide explicitly, where the boundary between languages lies, enabling us to
avoid of incorrect labeling of documents written in not learned languages (as
described in Section 4). The procedure is the same for both methods — only one
language model is created (Slovak language) in the learning phase. Novels in
Slovak, Czech and Polish language are evaluated in the identification phase.
Fig. 2 shows results for Dunning’s identification method, Teahan’s methods
is evaluated in Fig. 3. Averaged values of the evaluation function are enhanced

by standard mean value, where o = \/ﬁ Zfil(xl —7)2. 95,4% of all doc-
uments of particular size should fall into the interval (assuming the Gaussian
distribution).

The Y axis displays the normalized value of evaluation function applied in
the identification phase. While only model of the Slovak language was involved,
testing documents written in Slovak language naturally score best.

The results are similar for both methods — when documents smaller
than 1 000 bytes are processed, documents written in Czech language are
in many cases incorrectly labeled as Slovak. This is caused by the fact
that Slovak and Czech languages are very similar, such a problem does
not occurs when documents in Polish language are passed (e.g. value of
normalized evaluation function = 4.5 safely divides Slovak and Polish docu-
ments in Fig. 3). The conclusion of this experiment is that when documents
written in very similar languages are expected on input, the use of explicit divi-
sion of state space should be carefully considered.

6 Conclusion and further work

We explored and compared two language identification methods based on Markov
processes in this paper. Although method proposed by Teahan [4] is more com-
plex than Dunning’s identification method [3], our experiments based on Reuters
Corpora and novels in Slavic languages showed that both methods treat the lan-
guage identification task in similar way, achieving recall as high as 99,75 %. We
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improved the identification methods by involving normalization of evaluation
function in the identification phase, enhancing the area of application of both
methods.

Thanks to satisfactory results, Markov processes based identification meth-
ods served as the basis for a software tool incorporated into larger project af-
filiating tools for acquisition, organization and maintenance of information and
knowledge in an environment of heterogeneous information resources [17]. This
research project is experimentally evaluated in the domain of job-offers, our lan-
guage identification tool serves in following ways — language identification of
job-offers, document categorization [18] and semantic annotation [19].

Further work should focus on exploring the impact of character level text
modeling (e.g. Markov processes, N—grams) in the task of general categorization,
as a opposite to traditional bag-of-words representation. Already accomplished
experiments include: subject classification [6], authorship categorization[4], ge-
netic sequences classification [3] and we executed some preliminary research in
categorization of job-offers [20] in Slovak language
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Spoken Corpus ORAL2006, Information
It Provides and General Characteristics

of Spoken Text

Martina Waclawicova

Institute of the Czech National Corpus
Charles University, Prague

The Czech National Corpus has several different parts such as various syn-
chronic corpora, diachronic corpus and spoken corpora as well. Currently there
are three corpora of spoken Czech in the Czech National Corpus available,
namely Prague Spoken Corpus (PSC) built up in 1988-1996, Brno Spoken
Corpus (BSC) from years 1994-1999 and ORAL2006 from years 2002-2006. In
the following text I will concern on the last mentioned.

Spoken corpora offer (with respect to character of material they are built up
from) information quite different from that in other corpora. ORAL2006
contains transcripts of recordings of informal speech transcribed in accordance
with special transcription rules, whose aim is to take into account some special
sound characteristics of speech. Regrettably the transcripts are not yet connec-
ted to the sound recordings.

Apart from the transcripts we observe two more fields of information about
each recording, i.e. technical specifications and sociolinguistic data. Technical
specifications include length of the recording, month and year of recording.
Sociolinguistic data include place, region, type of situation and speakers’
characteristics. For the specification of region we use Béli¢’s dialectal division
of regions — Central Bohemia, Northeast Bohemia, Southwest Bohemia,
Bohemian-Moravian (transient) region, Central Moravia, East Moravia and
Silesia and the border areas (whereas ORAL2006 contains transcriptions of
records only from Bohemia and bohemian borderland). As far as situation is
concerned, we indicate its type (formal or informal — ORAL2006 covers only
informal situations), topic, physical presence of the speakers (in ORAL2006
only speakers present in person) and preparedness of the speaker (in
ORAL2006 only unprepared speakers). Further we note whether it is a dialog
between two or more speakers who are present, the relationship between the
speakers (whether they don’t know each other, they only do know each other or
they are friends) and the environment (private or public — in ORAL2006 only
private). The most common situations of our recordings are a conversation at
home, especially during a meal, visit, celebration or dinner in a restaurant.
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Further on, anonymous information about the speakers is recorded.
Analogous to PSC and BSC, it is their gender (male or female), age (two
groups — younger, from 18 years of age to 35, and older than 35 years),
education (elementary school, high school or university), place and region of
birth, region of residence during childhood. Regions are specified according to
Béli¢ as well.

Below I will discus three main groups of aspects that affect work with
spoken corpora and character of information they allow to study. All the
examples are chosen from ORAL2006.

The first aspect to mention is construction of corpus and its representative-
ness, i.e. which features were monitored and balanced — in the case of
ORAL2006 it is sociolinguistic aiming. Texts for the ORAL2006 were chosen in
certain amount according to the following features: gender and age of speakers
and partly dialectal area, where speakers grew up. Restricted amount of all
texts allowed us only partial balancing. The best-balanced feature is the age of
speakers — there are speeches of 431 people aged 18-35 (57 %) and 323 people
aged 36 or more (43 %).

Age Nr. of speakers Nr. of tokens

I 431 755 474

\ 323 556 808
Table 1.

The second partly balanced parameter is the gender of speakers — ORAL2006
contains discourses of 302 men and 452 women, i.e. 40 % of all speakers are
men and 60 % are women.

Gender Nr. of speakers Nr. of tokens

female 452 910 536

male 302 401 746
Table 2.

Next parameter is education. Speakers are grouped into two sets — those whose
education is not higher than elementary or high school and those who at least
started to study at a university.

Education Nr. of speakers Nr. of tokens
A 496 781 089
B 258 531 193

Table 3.
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Feature, which is balanced least, is the region where speakers grew up: 452
(60 %) of them originate from Central Bohemia (this large proportion
corresponds to the strongest nivelisation of speech in Central Bohemia and
biggest medial influence coming from here), 139 (18 %) from Northeast
Bohemia, 73 (10 %) from Southwest Bohemia and 87 (11,5 %) from bohemian
borderland. A very small amount of speakers come from Bohemian-Moravian
transient region: 3 (0,5 %).

Region Nr. of speakers  Nr. of tokens

Central Bohemia 452 573 802

Northeast Bohemia 139 447 500

Southwest Bohemia 73 143 239

Bohemian-Moravian area 3 12 031

border areas 87 135 710
Table 4.

Thanks to this information we can among others investigate relations between
linguistic features of spoken language and sociolinguistic categories. E.g.
ORAL2006 shows with respect to gender of speakers that women use much
more ensuring and contact words — vid (“am I right” or “doesn’t it?”) is used in
80 % of all cases by women. Investigating influences of the age of speakers we
can in lexical area prove using of “trendy” words by young generation. Favorite
word hustej “cool” is used in 80 % of cases by younger speakers and by older
speakers only in 20 % cases. It concerns also using of some words serving usu-
ally to fill gaps in speech by younger generation. They used mnormdlné
“commonly” in 66 % of all cases or prosté “simply” in 77 %. Focusing on dia-
lectal and regional language features we can examine them in the relation to
the area where speakers grew up. E.g. we can assure that suffix of dative of
masculine animate substantives -oj is typical for the Northeast part of Bo-
hemia, because 90 % of its occurrence is in recordings from Northeast Bohemia,
10 % from Central Bohemia and only marginal occurrence is registered
elsewhere. Dealing with age and region together we can see that some dialectal
features, mainly the most regionally restricted or too noticeably different from
literary or Bohemia-wide common Czech, are characteristic only for speech of
older generations and vanish from younger people discourses. E.g. word dolu
“downwards” has a dialectal variant with vocal length délu. This variant is in
80 % used by older people and in 80 % by people grown up in Northeast and
Central Bohemia.

The second aspect that affects work with spoken corpora and character of
data concerns sound (partly regional or dialectal) features, which are available
due to special transcription. The transcription used for ORAL2006 is not
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phonetic, but is based on traditional script and differs from it in several ways.
Words that are pronounced the same way in literary form of language as in
common spoken form are obviously written according to the traditional script.
Cases, where the literary spoken forms of language as well as the common
spoken form differ from the script (¢ — y, dé, té, né, bé, pé, mé, vé, voiced and
unvoiced sounds in certain positions), we use traditional script as well. But in
other cases, where common speech regularly differs from literary pronunciation,
the traditional script is not used and the differences are transcribed exactly as
they occur in the common pronunciation. Equally, we try to record regional
and dialectal distinctions from literary language as well. Consequently doublets
appear in the transcripts. Thus we write jsem or sem (“I am”), pujdu or pudu
(“I will go”), dole or ddle (“down”), zrovna or zrouna (“just”). Words at the
beginning of a sentence are always written in lowercase. Capital letters are only
used for proper names and some abbreviations. Interrupted or not finished
sentences (both cases are very frequent in common speech), are marked in a
special way, with the help of graphical marks (see below).

The segmentation of continuous speech to graphic units depends largely on
transcribers’ interpretation. Their decisions are based on intonation and mean-
ing. It means that speech is not segmented according to pauses, but in this
regard it comes closer to the character of written texts.

By the means of the transcription we can obtain such information, as
percentage proportion of varying forms of words — e.g. nominative of variants
of demonstrative pronoun masculine varying in the whole territory. (I leave out
the most common variant ten that is used much more often than the other —
5611 tokens in ORALZ2006.)

The third group of aspects influencing character of spoken corpora involves
series of sociolinguistic features, that are recorded in addition to all the tran-
scripts and which can be observed in corpus manager Bonito. Although they
are not balanced, their helpfulness is unquestionable. We can make a subcorpus
of texts with particular characteristic or show all the characteristics beside
collocations or display frequency information including these characteristics etc.
We can use these searching possibilities on examining lexical, morphological or
phonetic features that embody some kind of variability in relation to recorded
sociolinguistic characteristic.

One of them is specified education. We can display for every individual speaker,
which of three types of school (elementary school, high-school, university) he or
she studied. The next is exact age of speakers. Our basic grouping into two
groups with the middle bound of 35 may be too raw and that’s why there is
also a possibility to display exact age and make individual grouping according
to particular demands. Other data are number of people participating in the
recording, identification number of each speaker and type of situation —
although it is always informal in ORAL2006.

In the following paragraphs I will focus on general characteristics of spoken
texts. I will observe them in ORAL2006 through the use of tools provided by
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the query engine Bonito. These features represent wide range of different
language phenomena and I will choose only the most significant.

Spoken text are produced and perceived simultaneously during single process
and in a particular situation, where speaker and listener as well as objects of
communication are present. It causes such consequences such as unprepared-
ness, loss of sentential or textual perspective and strong situational
boundedness. As the speaker produces his or her speech in real time, he or she
lines up words gradually, adds words or phrases to once finished sentences,
leaves one construction and continues in another etc. The speaker rectifies
himself, repeats words and phrases or uses words that bring no information
only to fill pauses in speech. It doesn’t mean any obstruction for listener, but it
makes perceiving and understanding easier.

Binding spoken text to situation causes much more frequent occurrence of
words with deictic function. They refer outside the text to the reality, to com-
mon knowledge of speakers or inside the text to something that was or will be
said. The most frequent word (4,1 % of all tokens) in ORAL2006 is pronoun to
“it” and it has deictic and connecting function in general. Second most frequent
deictic word is tam “there” — 1,1 % of all tokens. Deictic words often cumulate
(ale vypadal, vis jak? jako, jakoby takovej ten typ takovigch téch John Lennon
prosté, jak sou takovy ty, takhle dlouhy vlasy, takovy ty ridky a brejle “he
seemed, you know how? like, as it were such that type of such those John
Lennon just, how they are such those, that long hair, such that thin and
glasses”).

Pragmatic aspects are also manifested in special tools for expressing
modality of a sentence. Presence of listener causes using contact instruments —
not only lexical, but also lexico-grammatical or purely grammatical. The most
frequent lexical instrument is Ze jo (resp. Zejo, “ doesn’t it?”), 3596 tokens. The
most frequent lexico-grammatical instrument is wvid, 1653 tokens (discussed
above, typical for female speech). Grammatical tools are difficult to search
because the corpus is not morphologically annotated. We can find some
examples such as vocative hele ty, ty Tondo, ty hdzis dobre (,hey you, you
Tonda, you can throw well“) or transposition of function of verbal forms of 2™
person (ale prosté kdyZ des po ty tme, tak prosté sem se bdla ,but if you go
through darkness, I was simply afraid®).

One of the characteristics of spoken texts is that all speakers are aware of
using filling words. As mentioned above, for the speaker they represent time to
think up continuation or rectification, for the listener time to take a rest during
reception and to interpret sense of what was heard. Speakers notice most often
using such filling words as prosté (“just”, 5922 tokens), vlastné (“actually”,
1076 tokens), but there are much more frequent words, however not so
noticeable (jako “like”, “as”, 18012 tokens).
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Some words serve to building up text and dialog — these are among others
words with preparative and connecting functions. They are signals for the
listener that an utterance will follow, that the speaker wants to introduce a
new theme and sometimes that the speaker wants to link to preceding text.
Among ten most frequent words in ORAL2006 serving this purpose are a
“and”, mo “indeed”, tak “so”, sometimes also to “it” or jd “I” are used in this
sense. They often cumulate, for example word no (28840 tokens, 11119 in the
beginning of a sentence). Its most frequent right collocations are (ordered
according to frequency): o (“and”, 1920), tak (“so”, 1694), to (“it”, 1068), jo
(“yeah”, 975), ale (“but”, 632) and ja (“I”, 467)), the most frequent left
collocations are nmo (“indeed”, 181), jo (“yeah”, 83), ale (“but”, 60) and a
(“and”, 41). One of characteristic text building features, repeating of words or
whole phrases can serve several purposes — filling pause during formulating
difficulties, making text more coherent or on the other side as a semantic tool
of intensification or expressivity. There are 8736 repeated words in whole
ORAL2006.

Another text-building characteristics are rectifications. During production of
his or her discourse, the speaker often loses his perspective, makes mistakes in
pronunciation, morphology, lexicon and syntax and consequently rectifies
himself. Many of these rectifications are bound together with wunfinished sen-
tences and words. Unfinished sentences are completed with graphical sign ...: in
their end (voni prdvé ...: takZe tam u nich se to dd vobjednat ,they just ...: so
you can order it by them®), unfinished words with * sign (pék* nic*). There are
9012 unfinished sentences and 3378 unfinished words in ORAL2006. There are
two possibilities how to continue the text after unfinished word — to start with
completely another word or phrase (voni spolu dost tah*, jako kamarddili ,they
carr® were friends together“), i.e. lexical or syntactical rectification, or to
pronounce the same word once more, but completed (neu* neukazovala sem ti
Ji na fotce tam? ,di* didn’t I show you her on that photo there?“), this can be
pronunciation rectification or faltering.

The aim of this text was to show possibilities that spoken corpora, namely
ORAL2006, offer to their users. Additional information is provided by the type
of transcription that records some sound features, and sociolinguistic informa-
tion that was used for balancing the corpus. Thanks to these data we can
investigate language characteristic of spoken text either in general or in relation
to various sociolinguistic parameters.
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Abstract. The paper explores the role of card files and corpora within
the framework of modern lexicography. The Large Card File (LCF) of
the Institute for Linguistic Studies in Saint-Petersburg comprises about
8 million cards. Its lexical stock surpasses all published dictionaries
of Russian in its amount and diversity of artwork. The project to
computerize the LCF was launched in 2006. The LCF database includes
its word list and list of sources. The electronic word list allows for
getting statistical data of card file structure as well as comparing con-
cordances and word indices. The present work doesn’t aim at creating
the text database of citations. We propose that to cope with lexico-
graphical tasks a system of semantic and other filters should be created
which can help to search, choose and store data from a corpus for
dictionaries. This selection will form a base of a modern card file.

1 Introduction

It is generally recognized that a dictionary should be based on a collection of
lexicographic citation cards which give necessary data for its compiling and
other lexicographic tasks. While compiling dictionaries of ethnic languages, one
can deal only with the representative fundamental card file, which numbers in
the millions of cards, and only thus can be considered reliable. Specially selec-
ted and processed texts are a source of such a card file, which reflect language
in its variety.

Card collections of citations (card file, card index) are lexicographical cor-
pora used for compiling dictionaries. They are prototypes for modern linguistic
corpora. This topic was discussed in the “Language Corpora B.C.” [1] by Nel-
son W. Francis, who developed the first corpus of English (Brown Corpus),
where B.C. stands for ‘before computers’. It deals with history and principles of
creating card files for English dictionaries (XVIII — XX cent.): Johnson’s
Dictionary of English Language (1755), Murray’s Oxford English Dictionary
(1879-1928), Webster’s New International Dictionary (1934-1961).

The Large Card File (LCF) of the Institute for Linguistic Studies of Russian
Academy of Sciences, containing about 8 million of systematized cards with
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citations, allows for various types of lexicographical and philological research
[2]. Its stock was used by lexicographers while compiling a great number of
dictionaries and grammars of Russian, including such basic and outstanding
works as “Dictionary of Contemporary Russian” in 17 volumes, “Academy
Russian Grammar” 1952-1954, “Russian Orthographic (Spelling) Dictionary”
etc. [3]. Many researchers both from this country and from abroad use the
Large Card File at their investigations on various topics. Nowadays the pro-
jects of “Big Academy Russian Dictionary” in 25 volumes and of “New Russian
Phraseology Dictionary” are being done on its base.

The Large Card File was established in the 19th century under the guidance
of the academicians J.K. Grot and A.A. Shakhmatov. At present the Large
Card File consists of two parts. The one comprises about 5.5 million cards
(collected from 1886 till 1968 r.), while the other contains more than 2.5 million
cards (collected from 1968 till 1994 r.).

Two conferences dedicated to the Large Card File were held in 1986 and in
2001. All the speakers emphasized the importance of the Large Card File as
Russia’s cultural and national heritage.

However apart from its “memorial” function it also keeps on playing an
outstanding scientific role. Suffice it to say that the collected lexical data out-
numbers all published dictionaries of the Russian language. While even in big
dictionaries one can find only a few citations, i.e. examples of word usage, the
Large Card File might have several thousands. But its significance spans much
further than in just the richness and variety of such a material.

Let’s compare the volume of the LCF with that of main explanatory dic-
tionaries of Russian [4-8].

Dictionary Volume

Ozhegov-Shvedova [4] 72,500 entries

BAS-17 [5] 120,800 entries

MAS [6] 85,000 entries

BTS [7] 130,000 entries

BAS-25 [8] 150,000 entries
Table 1.

The cumulative dictionary composed by R. P. Rogozhnikova [9] on the base of
14 different dictionaries with word count of 170,000, while the word list of the
LCF amounts to 400,000 entries. That means that the lexicon of Russian fixed
by Russian dictionaries covers less than 50% of that of the LCF.
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2 Automation of the large card file

Now it became critical to create a computer database of the Large Card File
and to expand it on a regular basis with modern information technology. In the
first place the database is meant to make the users’ life easier giving them new
resources.

The automation of the LCF boils down to computer aided maintenance,
expansion and usage of the database. This includes

e compilation of the card index and its expansion;
e retrieval of the card you need;

e retrieval and sorting of cards for the purpose of creating new dictionary
entries.

The expansion process, in its turn, comprises two operations:
e the further optimization and expansion of the LCF in terms of its rep-
resentative content;

o compilation of brand new card files (or expansion of the LCF) as
applied to the tasks of compiling new dictionaries.

The main stock of LCF are citation cards. There was worked a document
which specifies principles of citation selection [10]. Citation cards contain also
information that can be dubbed both bibliographical and technological. The
first one refers you to the source where the citation has been taken from, while
the second presents information, valuable for a lexicographer, such as the name
the card researcher, disclosure of pronouns, explanation of word meanings,
locales etc. (see Fig. 1).

r «Hy,
HAZO UATH!» — HOOVMAJE. OHA, KaK TOJbKO y3HaJsia O IIPH-
‘e3ge JlaBperkoif, H OHa TOMLLIA...

ﬂ.C.%n;ecef Wﬂi chol wesgo xiwink.1Y.
2 dc c glla? WAZLZ

Susa . . Pxatebikol, 1956

Fig. 1. Citation card.

The second dataset of the LCF, an array of entries (head words), could be
called a lexicon of the card file. Inside of the lexicon there are links and
references to other words which have to be indexed as well.
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The third array is the list of sources which were used to make a so-called
“sampling”.

The ideal informational model of LCF could be illustrated with following
chart:

Citation database
(text format)

Lexicon Database of

database sources
Citation database

(graphic format)

Fig. 2. The information model of the Large Card File database.

The first and foremost that both must and could be implemented in the LCF is
compilation of the lexicon database (word list). At present there isn’t even a
complete paper lexicon in existence. The electronic version allows to obtain
various statistical data: a number of different words, a number of cards in the
LCF, a number of composite words, etc. Also the possibility exists of checking
different word indices against it to determine which words are presented in the
Large Card File and which are missing.

The word list (lexicon) database format has the following structure:

| A word | Number of cards | Reference Comments | Accent

For a composite hyphenated word (e.g. ‘coach-grass’, ‘dust-coat’) there are as
many entries as there are components, e.g.:

bazpsaHo-KpacHwlil
6
(coach-grass)
KpacHulil <= bazpsiHo-KpacHwlil
(grass<=) (coach-grass)

An ACCESS database is currently under construction, and by the end of 2006
about 70 thousand entries had been entered.

A word list should be cross with the citation card database. Should this
database exist at all it would have allowed for using it as corpus. But to digit-
ize hand-written citation cards by simple scanning is hardly doable as yet. As
an alternative, a simple storage of cards’ graphical images in the database can
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be used. But that would be very labor consuming and require special equip-
ment, too.

It would also allow working with it as with a corpus. But the task of digit-
ization of citation cards can hardly be solved today while citation cards are
mainly written by hand and in most cases their input isn’t possible by simple
scanning and recognition in order to create a text data set. An alternative way
of dealing with the problem can be found in storing cards’ graphical images in
the database. But it also requires man-hour and special equipment.

The next database to be created is a bibliographical one of all the books and
periodicals underlying the Large Card File. It should also be connected to the
word list that would give information about, for example, the source of citation
for a given word. Bibliometric analysis of the database is allow for dating the
sources, identifying their genres and authors cited, as well as estimating the
extent, their works were represented in the card file etc. This information will
be of use while searching for new sources and citations.

3 Creation of an electronic card file

At the same time the expansion of the Large Card File proves to be one of the
key problems. At its present form the card file is not enough representative
enough. This can be accounted for by both by its inherent defects (as during
the Soviet time a number of authors and works could not be included due to
ideological reasons), and by lack of finance — as a consequence for the last 15
years very small amount of new entries have been added to it.

It is obvious that only cutting edge information technologies, i.e. electronic
libraries, text corpora, programs for lexicographical tasks, can take care of cur-
rent lexicography needs. Thus, further development and expansion of the LCF
should be done electronically. So, the next step is a digital database of citations
as a LCF supplement.

The LCF expansion and its digital “extension” implies the following steps:

« manual selection of citations from designated paper sources and adding
them to the database;

o selection of citation from chosen digital sources;
o selection of citations from corpora;
« selection of citations from any digital sources.

This calls for finding the right manner of coordination between the paper and
digital card files as well as for their concurrent use.
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4 Card files vs. text corpora

The next issue to be discussed is the principals of “coexistence” for card file
and text corpora.

The notion of ‘corpus’ is a next generation tool born within the tradition of
card files that have been used by linguists for a long time. In fact, card file
compilers starting from XVIIIth century have been discussing — and success-
fully resolving — contemporary corpora linguistics problems. Among the
discussed issues were the sufficiency and representativeness problems: the
Oxford English Dictionary comprised 4 mln cards, the Webster (Merriam-
Webster) — 4.5 mln cards. Johnson, the compiler of the first English language
dictionary in 1755 wrote: “I extracted from philosophers principles of science;
from historians remarkable facts; from chymists complete processes; from divi-
nes striking exhortations; from poets beautiful descriptions” [1]. To follow
natural and impartial selection principles of selection while working on the
Webster Dictionary, W. Freeman Twaddell, for one, introduced a technology of
independent (occasional) selection of citations and auxiliary words.

However card files neither reveal wider context, nor give statistics about
word frequency or usage in a language or a sublanguage. A peculiarity of
modern corpora consists in their annotation, namely, metadata. This metadata
determines the opportunities that the corpus can give to a researcher.

The search potential of corpus managers outstrips that of the card files by a
large margin, too. For example, there is a wide variety of search, namely,
search for a single word, a lemma or a phrase, restricted search by a part of
speech, by the text’s type, search in parts of the corpus only, and much more
[11]. The use of corpora can be helpful not only in studying lexical units in
their contexts but also in getting data about their occurrences, frequency,
grammatical categories, collocability etc.

Nevertheless national corpora and specifically the Russian National Corpus
(http://www.ruscorpora.ru) [12] are generally only part-of-speech tagged and
therefore can hardly be used for lexicographical tasks. Thus, for lexicographic
research solving the problem metadata of a special kind must be assigned to
the corpus, with special attention paid to the lexical and semantic variants of a
word where the object of annotation is the meaning rather than the word per
se. Some means of stylistic and subject-matter indexing of the text could be
also of help for proper attributing lexical units.

At the same time, card files often contain comments or special lexicographic
marking, normally missing in corpora, such as specification of homonyms, iden-
tification of the part of speech, of accent etc. (see Fig. 3 and 4).
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A word Number of cards Reference Comments Accent
baba 180 JKEeHIIHHA
6aba 1 KyJIHY
6aba 16 opynue
6aba 2 pacTeHue
3aKAMEHEN0 Hapeuue
3aKaNsI8ams 4 KaraTb
3aKanvl8ams 16 KonaTb
3abezamo 38 3a0Eratp
3abezamob 49 3a0erATb
r'ych 1 BEPXHSIS OIEKAA

Fig. 3. Examples of special lexicographic marks in the LCF.

"Ady>xunna B wepHOM ryce! ma HOuUB
06Ia3uT BEPXOBEA JIECHEIX CEMH = pOUYeK, cobmpas
KaMenIKm.

— A, rayxaps! B ero 306y GeIBalOT KaMeInKwW.J

! BepxHsifi OAeXna.

(0. (Llosraert, Sevoreee A
(Brapipe efers, (769, g, eps3/

Alir e 7P,

Fig. 4. An example of a citation card with specification of word meaning.

5 Conclusion and outlook

Hence there is a need for a special corpus as a supplement to the existing card
files and to the Russian National Corpus that would meet the requirements of
lexicography. The content marking should be performed automatically against
a pre-set system of coordinates. At this point it is only a reputable fundamental
dictionary that can provide for a ready system of linguistic coordinates,
something like the “Dictionary of Contemporary Russian” [5] or a normative
“Explanatory Dictionary of Russian” [4]. An automatic conversion of existing
explanatory dictionaries into a structured XML-based form can be one of pos-
sible solutions. Such tagged dictionaries can be used for corpus annotation.
Further corpus managers can deal with such corpus data, the latter being a

source of contexts to illustrate the word usage in the Russian language.
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“Coexistence” with corpora can be viewed as a next stage in the development
of the Large Card File based on information technologies. A triad “Internet —
corpus — card file” represents one of the possible solutions to the task [13, 14].
But in any case there should be a specialized intermediary system helping
interaction between a corpus and a lexicographer and aimed at lexicographical
tasks. Corpora often give thousand and thousands of contexts to a word, and it
is absolutely impractical to watch them all on the monitor in terms of time and
quality of research. “We need a system of distinct semantic filters, namely,
metadata, that would help to find and arrange the data for an academic dic-
tionary and would turn ‘the huge slub’ brought from the excavation called the
Russian National Corpus into a material relevant both for ‘artists and
sculptors’ working in the area of academic lexicography. The field that has
proved to be an art of penetrating into semantic depths of a word” [15]. A sys-
tem of word sketches being developed by English and Czech researchers that
deals with lexical and grammatical collocability of words, can be seen as an
example of that filter [16, 17, 18].

Finally (outside the task of the automation of the Large Card File) there is
a need for an integrated system that will include as components different dic-
tionaries and statistical instruments for data processing as its constituents not
to mention card databases and an electronic citation card file. Such a system is
aimed at supplying lexicographers with necessary and sufficient lexical array
and tools that allow for unbiassed information about a word, its relations to
other words, classified contexts etc. To make a long story short, a user needs a
programmatically oriented linguistic system that permits operating both with
corpus data and the data extracted from card files and dictionaries.
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Povaha a tzus interjekci: pripad cestiny
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1 Uvod

1.1 Pohledy a aspekty

Jako vsude tak i u interjekci se lingvisté z riznych divodi co do jejich pod-
staty zcela neshodnou. Pracovnim vychodiskem, zde v dalsim uzivanym a
provérovanym, tu bude pomérné rigorézni pristup dany jejich primarné jasnou
funkci, ktery se musel na rozdil od jinych vyrovnat s kontextovou funkci vsech
kandidatt na interjekce v Prazském mluveném korpusu (PMK) individudlné a
manualnim zptsobem. Hlavnimi problémy pfi tom byly pro své nékteré stycné
plochy partikule a adverbia. Ze jsou interjekce primarné v tizké vazbé na jazyk
mluveny, kazdy intuitivné tusi, ze vsak tu je jejich index opakovani vyssi nez u
verb je prekvapujici. Interjekce jsou zaznamenény ve vsSech jazycich, jsou tedy
univerzalni, jako tfida se vSak muzou v nékterych sekundarnich rysech a
jednotlivostech v nich lisit.

K zékladnim rysim d&eskych interjekci v tomto pohledu pati{ (1) funkéni,
formélni a syntaktickd samostatnost, (2) sémioticky ikoni¢nost a semimotivo-
vanost vnéjsi realitou (jen u jadra jednoho typu), (3) fonologicko-morfologicka
specificnost a jedinecnost (u interjekci vlastnich, tj. jddra), (4) plynuly prechod
do viceslovnych ustalenych kombinaci, které lze vnimat jako frazémy a idiomy.
Takto rys (1) napiiklad implikuje, Ze za interjekce se pro svou plnou samo-
statnost nutné povazuji i tak castd slova jako jo, amo, me apod.; zduraznit
pritom je vsak tfeba i Castou pritomnost pragmatické evaluativni funkce. Rys
(2), na némz se dlouho a casto demonstruje, Ze napf. pes §t€kd v riznych
jazycich podobné, se dal snad pfipominat nemusi. Rys (3) je ve fonologickém
aspektu pomérné povédomy (cizi a neobvyklé fonémy ¢i jejich kombinace, haf,
fuj), mélo se vSak zduraziiuje a studuje pfitom rys druhy, Ze pouze u interjekei
nemusi byt hranice morfému jasna, predevsim v dtsledku emfatického prodlu-
zovani (vrrr, dddle, chachacha, fii@, kde skuteénd délka zavisi pouze na
mluvéim a v textu je témeér vzdy deformovana, ¢asto pric¢inlivym panem redak-
torem, a dostdvd matouci uréitou podobu a délku). Koneéné v poslednim rysu,
kde se mj. projevuje dobre i nesmyslnost kodifikace, je dobre vidét, Zze napf.
mezi kcertu vs k certu, anebo ahoj vs dobry den zadny funkéni rozdil neni, jde o
zastupce dvou homogennich a sevienych funkénich t¥id, a to kleteb a pozdravi,
lisSenych pouze ne/diskrétnosti formy jejich zapisu.
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Toto vymezeni také ukazuje na nevhodnost starstho pohledu na citoslovce
kladouciho do centra jejich vyjadifovéni citovost (interjekce voluntativni, imita-
tivni{ ani kontaktové citové vSak nebyvaji) a tak i nevhodnost samotného
ceského ekvivalentu. I kdyz lze zaujmout kriticky postoj i k latinskému nazvu
(<inter-iacere a tedy ,to co bylo vhozené, vhozek®), je nepochybné funkéni vic
(vhozenim se etymologicky mini vloZzeni interjekce do proudu mluvy, textu).
Z dominantniho hlediska funkéniho vychazejiciho z toho, Ze interjekce (s vyjim-
kami) jsou nejen samostatnymi vétami, ale predev§sim promluvami a Ze
z hlediska teorie slovnich druht se tu neutralizuje hranice mezi lexémem a
vétou, resp. promluvou, pak vyplyva, Ze se této interjekéni funkce casem a
vyvojem muzou ujimat i slova dalsi, kterd sem historicky nepatii, srov. (a)
Prosim! (interjekce, napt. v odpovédi na dik ¢i pfi podévani) vs (b) Von to
prosim zapomnél doma! (partikule) vs (¢) Prosim o rychlou odpovéd
(ptvodni verbum). Zvlasté druhy piipad prekryvani a obdobnych funkénich
vlastnosti interjekci a partikuli je jak vyznamny, tak prakticky nestudovany.
Mensi a okrajové rysy, které do jadra konstitutivnich rysiu jevu nepatii, tu uva-
dény nejsou, jakkoliv miZzou byt zajimavé (srov. napf. extenzi flektivni
morfologie do jinak morfologicky neménnych interjekci v dichotomii sg-pl u na
vs nate! ¢i ahoj vs ahojte! aj.) anebo fadu aspektti fonologickych a fonetickych,
jako je vyjadfovani rytmu, jejich intonace apod.

1.2 Pojeti a klasifikace

Pracovnim ramcem zde bude klasifikace interjekci jednoslovnych i viceslov-
nych do péti funkénich t¥id (podtiidy jsou predbézné), uzitych a testovanych
na PMK:

1. Faktualni (objektivni relace k FAKTu), napf. s podtypy moznost,
nutnost, ne/urcitost (snad, urcité), ne/jistota, ne/pravdivost (bthvi,
Certvi, opravdu, rozhodné, vazné), ne/pravdépodobnost (asi, nejspis,
patrné, pravdépodobné, sotva, ze by?, coze?, prosim, uréité), vyplyvdnd,
vyvozeni (ziejmé, j6 tak/ten!), zména platnosti, vseobecnost (takhle!),
nebo s relaci suspendované (tj. odmlka, vyplitkova slova, eh, hm, no)
aj.

2. Voluntativni (relace z VULE (k tobé/faktu)), napf. s podtypy roz-
kaz, zdkaz, Zddost, vybidnuti, povel (alou, hajdy, hop, pozor, racte, psst,
syp, ticho, vpred, kus, marS, pohov), zdjem, touha, prdni (do toho!,
skol), uspokojent, uzndni (bohudiky, chvélabohu, kone¢né, vyborné, no
protol, tak vidal!), politovani, omluva (bohuZel, pardon), povzbuzent,
dtécha, nabidka (no tak!, do toho), warovdni, upozornéni, vyhrizka,
napomenuti (no nol, ty ty ty!), rada: (kdyz uz tak uz), ne/spokojenost,
rozhorcéend, podiv (jak to?, no tohle, tak ty tak! krucifix), ne/souhlas,
ne/prijeti, odmitnuti, vzdor (ale, ano, jo, no, ne, houby, hovno, jasné,
kdepak, ovSem, pochopitelné), registrace, dovozeni (aha, hm, ehm),
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popt. s relaci suspendovanou (nuda, lhostejnost, zdrzenlivost, tak af,
atsi, eh, nic) aj.

3. Emocionalni (subjektivni v relaci k FAKTU), napf. s podtypy
ne/chut, odpor, ne/libost (4, aah), obdiv, opovrieni, posméch, ironie
(pff, to zrovna), bolest, radost (au), strach, zdéseni (brr), starost, dleva
(bohudik, kone¢né, zaplatpanbu), prekvapeni, ddiv, dZas, zklamdni,
povzdech (no ne!l, no tedal, no tohle!), litost, soucit, icast (ajaj), dojett,
nadseni (no teda), pobaveni, smich, smutek (chacha), zlost, wvztek
(hergot) aj.

4. Kontaktové (fazové) (objektivni relace k TOBE), napi. s podtypy
pozdrav (ahoj, ¢ao, hej, nazdar, papd, sbohem, servus, t&bih, zdaibuh,
zdravim, zdravicko), privoldnd, udrieni (tak co?, jafku, lidi, pane,
panecku, ¢lovéce), preddvdni (na-te, tumas/te) aj.

5. Onomatopoické (imitativni, relace Agenta k ¢lovéku/véci/zvifeti n.
kontakt s nim), napf. podtypy lidskd dsta (ccc, mnam miam), clovek
Jinak (fif), zvire (miniau mnau), voldni na zvire (¢iéi), pohyb véci (cink),
proces-exploze (prask, bum), jiné aj.

V tomo prispévku se pokusime se podivat, do jaké miry je hlavni rys
interjekci, jejich samostatnost (1), o kterém se mnoho pochybnosti nevyslovuje,
nesporny a skutecné realizovany, a to na stomilibnovém reprezentativnim
korpusu SYN2005, popr. PMK. Tento pristup bude soucasti Sirsiho pohledu na
zjisténi a ovéreni syntagmatickych aspektt interjekci obecné, o kterém se nikdy
nemluvi.

Dodejme, ze pocet vyskytt interjekci v korpusu SYN2005 neni v disledku
nepfesné lemmatizace znamy, v PMK se jich vyskytlo 8134 a v korpusu Karla
Capka jich najdeme 4743.

Pro predstavu si jesté uvedme 50 nejcastéjsich interjekci ve Frekvencénim

slovniku éestiny (Cermak, K¥en, ed., 2004):
1- ne, dle, ano, no, ahoj, jo/jé, ach, &, hm, 10- proboha, hele/heled, aha,
sakra, sbohem, hej, béda, hald, vida, fuj, 20- paneboze, nazdar, jé, bravo, huré,
hop, cha/cha, och, hop, bum, 30- hergot, ehm, kruci, jeZismarjd, ejhle, haha,
panecku, eh, basta, ksakru, 40- sup, bodejt, prask, zaplatpinbih, probuh, bdc,
au, haf, che/che, pst, 50- uf .

2.1 Syntagmatika vnitini

Uvazujeme-li o syntagmatice interjekci, jakkoliv je to neobvyklé, pokousime
se uvazovat eo ipso primarné o jejich kombinacich a interjekce izolované zusta-
vaji prozatim stranou. Neni to vsak tak Gplné na misté, protoze je tfeba napred
a predevsim lisit (I) kombinatoriku interjekei s jingmi slovnédruhovymi lexémy
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v rdmci véty, tj. pokud bude zjisténa, od (II) kombinatoriky interjekci mezi
sebou navzajem. Rikejme pro jednoduchost prvnimu typu syntagmatika vnéjsi
(viz dal 2.2) a druhému syntagmatika vnitini.

2.2 Ustalenost a neustalenost

Podivejme se napfed na druhy pripad (II), na syntagmatiku vnitini.
Z pomérné hojnych dat vidime, Ze nesporné existuje. Nejprve je tu vsak tieba
mezi kombinacemi interjekci navzajem odlisit ty, které jsou (1) ustélené a
tedy soudasti systému, a ty, které jsou (2) textové a maji jen ad hoc povahu.
Potize s uréenim téch prvnich, ustalenych, nejsou ani tak dany nezvykem o
viceslovnych interjekcich vibec uvazovat, popfr. neodstranénou nejasnosti
v jejich formé (psat zv1ast ¢i dohromady?, srov. fuj tajbl vs fujtajbl, resp. /tajfl,
anebo abraka dabra vs abrakadabra), jako potiZemi s rozpozndnim ustélenosti
nékterych kombinaci, které se zvykové chapou jako neustalené, srov. ach jo,
ach ouvej. Staré viceslovné interjekce typu vypuckového A propos (z franc.)
nezna ani Mluvnice Cestiny, i kdyz ta moznost existence interjekci viceslovnych
opatrné pripousti, ale jen ve tfech prikladech. Situaci v jejich vnimani kompli-
kuje i chybné zapsana forma a definice nékteryjch z nich, napi. SSJC zna pouze
heslo buch s definici pravici, Ze ,,oznacuje temny zvuk pfi ideru, padu, vystielu,
vybuchu ap.“ a uvadi az pod nim jako ptiklad buch buch v jasném smyslu
zabouchéni na dvefe. Je pak zfejmé, Ze uvedend definice tu neplati a autori se
dostavaji do rozporu s vlastnim tvrzenim. Presto tvurci slovniku nepfipoustéji,
ze tu jde o néco jiného, o jiny, a to viceslovny lexém, jehoz tizus je silné vazany
na bouchdni na dvere ve smyslu dozadovani se vstupu, coz vubec neplati
o jednoslovném buch. Podobné problematicky je zachycena v SSJC pouze izolo-
vand interjekce ha se svou definici (pfekvapeni, podiv apod.) a az jen dal,
v exemplifikaci, se uvadi hahaha s pozndmkou, ze jde o smich. Tady je pfiro-
zend dulezitost véci, podporovand i intuitivné frekvenci, postavend na hlavu:
Interjekci bum bdc tento slovnik vibec nezné, uvadi jen zvlast bum a zvlast
bdc, bez sebemensi zminky o této nesporné ustalené viceslovné interjekci.

2.3 Multiplikace a kombinace

Napri¢ obéma typy, kombinacemi ustdlenymi a neustdlenymi, jde casty
pripad reduplikace, 1épe multiplikace nékterych interjekci, obvykle z divodu
dirazu, popft. vétsi zietelnosti nebo i k naznaceni rytmu apod. Je-li na jedné
strané tudiz reduplikaci ach ach nebo hm hm mozné povazovat spiSe za neusta-
lenou a nédhodnou, zrejmé vétsina reduplikaci se v korpusu uz kvili vysoké
frekvenci, resp. opakovani zda byt spiSe ustilend, srov. ha ha, haf haf, hip hip,
hou hou, cha cha, mriam mriam/fam tam, pa pa, pi pi, put put, Sup Sup, tuk
tuk aj.

Vratme se ale ke skutecnym viceslovnym interjekcim, jejichz horni hranice
zfejmé neni uzaviend a vétsina jejich kombinaci patii do frazeologie (musime
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mezi né pocitat napf. i pozdravy a kletby). Srov. par piikladi na takové
frazémy s interjek¢éni povahou jen z ¢asti pismena A ze Slovniku ceské frazeo-
logie a idiomatiky. Virazy vetné (SCFI4, v tisku): A bdc ho!, A hele!,
A hromel, A jéjel, A jé!, A krucil, A sakra!, A propos!, Aby ne!, Aby do toho
uz!l, Aby nel, Ach ano!, Achich ouvej!, Ale ale!, Ale ano!, Ale co!, Ale kdepak!,
Ale no tak!.. Jednou z prvnich véci, kterd upouta, je to, ze pivodni interjekce
tu jsou v mensiné a komponenty téchto frazému se rekrutuji odleckud. Tyto
priklady, ve zminéném slovniku pomeérné bohaté, lze doplnit i dal$imi, excerpo-
vanymi z korpusu (SYN2005): cdry mdry, cupity dup, fuj tajbl, hej hou!!, hej
hola, hej rup, hergot sakra, hopsa hejsa, houpity hou, ratata bum aj. (z nichz
vétsina do SCFI4 je zatazena také).

Interjekce se ale navzajem kombinuji i bohatéji, nejen binarné. V SYN2005
nachazime takto kombinace, resp. kumulace a multiplikace interjekci v rozmezi
od 2-7, srov. absolutni pocty vyskytt: binarni 1094, ternarni 242, kvatralni 64,
kvintdlni 13, sextalni 6, septimalni 2. Aniz tu lze zachazet do detaili, uz na
prvni pohled je zfejmé nékolik véci. Extrémni kombinatorické pripady (zvl. Sest
a sedm) sestavaji prakticky vyluéné z opakovani, iterace téZe formy, o hetero-
genni kombinace tu nejde, srov. 7x po sobé jdouci, opakované aj, které je témeér
stejné u Sesticové interjekéni grupy s jedinou vyjimkou hej hou hej hou hola
hou, zatimco kvintalni iterace je vedle zminénych tii obohacena jesté o multi-
plikované uf atd; ur¢itd monoténnost je tu tedy ziejma. Na druhou stranu se
zda, ze nékteré kombinace kvantitativné preferuji vétsi pocet komponentt, opét
pri iteraci, nez dva, srov. kombinaci terndrni jé jé jé (12 vyskyti) oproti
bindrni jé jé (1 vyskyt). Otdzka optimalniho poctu ¢Elent pii multiplikaci
s ohledem na urc¢ity typ interjekci stejné tak jako otazka, které interjekce
pripoustéji multiplikaci a maji tuto kombinatorickou schopnost relativné
snadno a kterd ji blokuji a pro¢, je treba teprve studovat. Souvislost m)j.
s typem textu je tu pritom nasnadé.

2.4 Tendence a korelace

Odlisime-li kombinace ndhodné (coz neni bez problému), muze nés vSak
zajimat i pozitivni pohled, otdzka moznosti a tendenci vzajemnych kombinaci.
Je ziejmé, Ze tu lze rozpoznat aspon dvoji kolokaéni tendenci, (1) lexikalné-
sémantickou a (2) gramatickou. Kombinace, resp. kolokace prvniho typu
charakterizuje souvyskyt interjekci s obdobnou sémantikou (pak jde obv.
o diraz), srov. ach boZe/paneboZe a povzdech, eh co a bezstarostnost, hej hola
a zavolani a kontakt, aha a vyraz pochopeni, dovtipeni (formulace SSJC), popi.
ponékud méné prihledné ne, proboha! a odmitdni apod. Srov. Hej hola, lidic-
ky, kam se to wvalite?, Ach paneboZe, byl to ten nejhorsi tanecnik, s jakym
jsem v Zivoté tancovala., Aha, tak proto sis na dnesek napsal sluzbu!
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Komplexni a smiSenou povahu maji kombinace s korelaci gramatickou (2),
z nichz nejvyznamnéjsi a v textu napadny je souvyskyt interjekce s padem nebo
modem, a to (A) a vokativu (jména), nebo (B) imperativu (verba), srov.
(A) Ach Jirko, ach kamardde, halé pane kolego, hej clovéce, hej ty!, hej pani
zednici!
(B) ach slyste!, hej pockej na moment!, pozor, nenarazte do mé hlavy!, pst, spi
uzl, prokrista, dejte mi pokoj!

Zékladni funkci téchto afinit a souvyskytu je vyjadfeni kontaktu (popf.
osloveni apod., v A) a v druhém piipadé pragmaticky, resp. evaluativné modifi-
kovany rozkaz, vyzva apod. Pfi blizs§im pohledu je tu kompatibilita a
sémanticka a funkcni blizkost téchto dvou gramatickych kategorii a nékterych
interjekci zfejma, jakkoliv nestudovana a stavajici gramatické systémy ji neu-
méji uchopit. V kontrastu k imperativu (typ B) stoji nékdy i jiné interjekce,
pokud se takto kombinuji, a ty pak preferuji naopak indikativ (viz dél).

2.2 Syntagmatika vnéjsi

Pozice a typy distribuce. Podivejme se na ni (typ I) z obou hledisek, for-
malniho i sémantického. Z hlediska své formélni distribuce ve vété interjekce
vykazuji vétsinou jasné tendence, nékdy kombinace i vyluc¢né distribuc¢ni prefe-
rence. Oboji pochopitelné souvisi vyznamné s jejich sémantikou a funkeci.
Rozdélme si, bez dalsi specifikace, formélni postaveni interjekce s ohledem na
vétu na Ctyfi piipady, a to na pozici (1) na zac¢atku véty ¢ promluvy, resp.
pred ni, (2) uvnitf ni, (3) na jejim konci a (4) kdekoliv z (1-3) bez jasné ten-
dence. Posledni (5) pfipad jsou interjekce skutecné izolované, bez jakéhokoliv
vztahu k vété a kontextu. Ukazuje se, ze tohoto posledniho piipadu, jediného,
ktery se az dosud zminoval, je vyrazna mensina, a to obv. tehdy, kdyz je
promluva ukonéena, je formulovand vagné apod. Naopak se zda, Ze vétsina pri-
padu interjek¢éniho Uzu spadd do prvnich ¢étyr pripadd, které byvaji o to
byvaji ¢asto oddéleny c¢arkou, nékdy dokonce v uvozovkach, psany tzus je tu
ale spi$ rozpacity a bez zasad, jakkoliv o tésnosti spojeni ¢i pripadné pauze
jasné vypovida akusticka stranka. Srov. ptiklady:

Inicidlova pozice (1), vétsina velmi pevnd a vylucnd, interjekce vyskytujici se
zde v jiné pozici nestévaji: A, Aha, Ach, Au, Bode(j)t, Haha, Hald!, Hej!, Inu,
Vida... Proc¢ by to neslo? ptam se ho. Inu, povidd déda, protoZe.., Stve je proti
vlddnouct pocasi... rikaje Bodejt by nebyla chripka!

Intrapropoziéni pozice (2) bez blizstho urceni, vzdy vsak jako vsuvka: Kdo
vam, jdrku, obloudil ducha a cit? Test, hm, komplexni kadrovy test. Moznd
vam, ehm, zavolam zitra. Uz starsi interjekce jarku je v této pozici nejéastéjsi,
stava vsak také v pozici inicidlové, i kdyz se ale zda, Ze nestava v pozici termi-
nalni. Zatimco interjekce hm preferuje opét vnitifek nebo zacatek véty, neni
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jasné, do jaké miry se uziva na konci. Podobnéa interjekce ehm, ktera se typicky
uziva zde, se naproti tomu zfejmé spise na konci véty neuziva.

Termindlova pozice (3): amen, a basta, haha...: posledni priklad se tu uvadi
spi$ ilustrativné, sama interjekce haha patii do nespecifického typu (4): hergot,
kruci, sakra...

Naproti tomu se zda, ze viceslovné interjekce preferuji vétsinou pozici prvni.
Tuto otazku a dalsi je vSak treba teprve v detailu zkoumat.

2.3 Valence a kolokabilita

K aspekttum formalni syntagmatiky lze pocitat i dalsi nezkoumanou otézku,
a to valenci interjekci. Z uvedenych pifkladi Béda vdm/jinovércum (D),
Kuk na strejdu ! (A) Opatrné se rozhlédl a Sup do komory (G), Prdvé ted
kolem vezou citrény a tak tradd za autem. (I) Prdsk do koni!, Prask bicem.
(G, I) Vida ho, pdna v botich (A), Vida je!, Hybaj ke konim, hybaj odtud
(ADV). je zfejmé, Ze jev valence tu neni nijak vyjimecny i to, Ze tu nejde
o prosté kopirovani, resp. extenzi valence verba (kuk, Sup, hybaj k sobé jasna
verba nemaji).

Za zminku jesté stoji i nékteré dalsi pripady. Prvni je na urovni kolokac¢ni
pomeérné znamy a ziejmé svou omezenou kolokabilitou je vhodné ho radit do
frazeologie, srov. vyzvu obvykle vaci malému ditéti Udélej pa! aj. Druhy pevné
buduje na predchozim kontextu, jehoz jednu ¢ast nahrazuje interjekci, srov.
Visi na vésacku ! — Prdlajs visi ! Zaroven je tento typ ilustraci na jesté jiny a
obvykle nezminovany pripad skutecné a pevné integrace interjekce do véty.

Pri bliz§im pohledu je vSak na distribuci téchto piipadu zjevné, Ze se ridi
primarné funkci a sémantikou interjekci. V 2.1 vySe se pod nazvem
lexikalné-sémantické kombinace stru¢né par moznosti tohoto primarniho
sémantického pudorysu uz naznacilo. Pfijmeme-li podminku dostatecné explici-
tnfho, nekrdceného a nevigniho kontextu (viz vySe zde), jevi se sémanticky
zaklad a ramec uziti vétsiny interjekci jako prirozeny a bézny, jakkoliv i zde
blizsi vyzkum chybi. V zu uvadény kontext naznacujici dany vyznam a funkci
miuze slouzit vice cilim: zexplicitiiuje, zduraziiuje (coz je jakéasi formalné-
sémantickd reduplikace), specifikuje jeden vyznam z polysémniho, vysvétluje,
resp. komentuje apod.; muze se tak casto jevit jako druh synonymniho vyjad-
feni, srov. priklady: Aha vyhrkl s dlevou, Hle chyba/procesi pro maso. Prdsk!
désné Svihnuti bicem, Prdsk, vypadek zvuku. Proboha, méjte s ni slitovdni.
Zajimavou otazku tu mj. predstavuje priklad s hle, ktery lze chapat jako

vvvvv

pohodlné vagneéjsi. Posledni priklad navic ukazuje, ze mluvci, védomy si séman-
tické site a tedy vagnosti interjekce proboha, ji chce zjednoznacnit a zaroven
signalizovat, pro¢ ji uziva. Jesté lépe tuto sémantickou specifikaci prilis Siroké,

resp. polysémni interjekce fuj ukazuji Ctyfi nasledujici ptiklady Fuj, to je
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odporné!, Fuj! Byl to strasny smrad., Fuj, to jsem se lekla !, Fuj, styd sel,
které jsou v daném 1izu nejen vyhodné, ale ziejmé primo nutné. Sémanticko-
forméalni kolokabilita interjekci a jeji potfeba je tu tedy dobie vidét. Posledni
priklad navic zaznamenava piipad vécné a pragmatické implikace (vyplyvéni),
ktera je zde TecCena jasné a explicitné, aby posluchaci byla zcela jasna. Takové
vyplyvani muze vSak byt spojeno jesté se zapojenim indexélné-ikonického
aspektu zvuku, srov. Chramst a je po uzence. Srovnejme, uz bez komentare,
jesté dalsi piiklady (které lze snadno rozmmnozovat), PS$t, do woleb prosim
nerusit, Prdsk — ozvaly se dvere. Proboha, to ne! Pst, zaseptala po chuilce.
Sup s ni do klece. A ted Sup do postele. Tradd do lesicka. Uf, clovek si musi
vydechnout. Vida jak to tu poklidila. Vida, je hezkd. Halo je tu nékdo? Halé
jste to vy doktore? Halé pomoc! Halé pani, slysite mne?Halé, otevrete!
Halé! Je tam nekdo? Kde se hergot courd$? Nestvete mé, hergot. Ukradli
mu penézenku s dalsi tisicovkou — Inu , auto neni trezor. Kus! krikl na hlasité
hosty. Kus, potvoro! zadupal...Pa, méj se pokud mozZno dobre.

3 Aspekty sémiotické, zvlasté pragmatické

Zastavme se tu uz jen stru¢né aspon u trech aspektu sémiotickych. Prvni
typ (1) sémantického vyplyvani dzu interjekce (sémanticky vSak ne nutné
v tomto sledu), resp. jejtho navazovani na ,kontext“ byl uz naznacen vyse.
Patri sem pripady jako PoneboZe, to je wvil., Fuj, to smrdi. Jeho sémioticka
povaha, jejiz formalni stranka nebyva plné zretelna a jednoznacnd, je indexalni,
kdy uzitim jednoho vyrazu se ukazuje na uziti druhého (zpravidla interjekce).

Druhy typ (2) mé povahu ikonickou, (imitativni, zvukomalebnou) a je nej-
starsi avsak obvykle taky jedinou sémiotickou strankou interjekci, na kterou se
poukazuje (srov. interjekce haf a Stékan{ psa, cink a zvuk vznikajici pii lehkém
dotyku kovu ¢i skla aj.); zaroven se pravé v této oblasti jako jediné demon-
struje, Ze jazyk a jeho prostfedky maji pfimy vztah (ne ale zcela exaktné)
k vnéjsi realité a tyto znaky, resp. onomatopoia jsou ji tedy motivovany.
Vsimnéme si vSak jesté aspon tretiho typu aspektu, ktery je pragmaticky, a to
specificky (3) evaluativni, hodnotici.

Srovnanim kontaktovych interjekci hybaj, mars aj., napr.

(A) Hybaj do postele
¢i Capkova pifkladu s velmi dobrym kontextem, ktery jasné ukazuje socidlni
souvztaznost osob,

(B) Potvora jedna zlotecend. Tak si to predstav. Predevéirem mné dd
Séf generdlniho stabu jeden spis a povidd. Hample, zpracuj to doma; ¢im min
lidi o tom vi, tim lip, v kanceldari ani muk; tak mars, mas dovolenou ...
je dobre vidét, ze mj. i uzitim prislusného interjekce se osloveny zarazuje
situa¢né, socidlné n. jinak nize ¢i jako takto uz zafazeny se povazuje za snadny
objekt rozkazu, manipulace apod., kterého si vyse postaveny ¢i autoritativni
mluvé! nemus! nutné ani vazit ¢i ho respektovat aj. Srov. jesté dal obdobny
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vztah (depreciativnf), obvykle jen momentdlni, ktery se signalizuje uZitim napf.
viceslovné frazeologické interjekce To zrownal aj. Zcela jiny vztah préatelskosti a
davérnosti vyjadiuje, vedle vlastni sémantiky uznani a respektu, naopak
interjekce panecku aj.

4 Zavér. Otevrené otazky

Ukazuje se, ze takovéto na korpusu zalozené studium do znac¢né miry vyvra-
ci nejstarsi tradovou predstavu o izolovanosti interjekci, ktera nebrala v ivahu
to, ze text je slozity celek, predivo predevSim mnoha typt sémantickych
vztahtl, kde izolovany prvek zcela bez vztahu by neobstal. Cisté formalné
zalozené pristupy tu, jak je vidét, selhavaji. Detaily, podoby a miru nazna-
¢enych syntagmatickych souvztaznosti je vSak tieba teprve studovat.

Stejné tak zustava oteviend jesté celd rada dalsich otézek, z nichz nékteré
zde ani nemohly byt zminény. Nechdme-li stranou moznosti paradigmatickych

vvvvv

1. mira ustédlenosti nékterych kombinaci (ach col),

2. moznosti a mira extenze a tedy znejisténi hranic morfému (jééééééje,
fittiiid apod., viz téz vys),

3. polyfunkénost a prekryvani, zvl. interjekci a partikuli apod. (viz 1 vyse
a dal: Sakra! x Von je sakra dobrej),

4. funkéni prechody, resp. transformace jinam (Halé! x Halé noviny, hip
hop vs tanec a muzika hip hop),

5. variabilita (hergot/hernajs/hersvec, proboha/propdna/Prokristapdna),

6. rytmus a fonologie (abrakadabra, bim bam, cupity dup).
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Attribution-ShareAlike 3.0 Unported

CREATIVE COMMONS CORPORATION IS NOT A LAW FIRM AND DOES
NOT PROVIDE LEGAL SERVICES. DISTRIBUTION OF THIS LICENSE DOES
NOT CREATE AN ATTORNEY-CLIENT RELATIONSHIP. CREATIVE COM-
MONS PROVIDES THIS INFORMATION ON AN “AS-IS” BASIS. CREATIVE
COMMONS MAKES NO WARRANTIES REGARDING THE INFORMATION
PROVIDED, AND DISCLAIMS LIABILITY FOR DAMAGES RESULTING FROM
ITS USE.

License

THE WORK (AS DEFINED BELOW) IS PROVIDED UNDER THE TERMS OF
THIS CREATIVE COMMONS PUBLIC LICENSE (“CCPL” OR “LICENSE”). THE
WORK IS PROTECTED BY COPYRIGHT AND/OR OTHER APPLICABLE
LAW. ANY USE OF THE WORK OTHER THAN AS AUTHORIZED UNDER
THIS LICENSE OR COPYRIGHT LAW IS PROHIBITED.

BY EXERCISING ANY RIGHTS TO THE WORK PROVIDED HERE, YOU
ACCEPT AND AGREE TO BE BOUND BY THE TERMS OF THIS LICENSE.
TO THE EXTENT THIS LICENSE MAY BE CONSIDERED TO BE A CON-
TRACT, THE LICENSOR GRANTS YOU THE RIGHTS CONTAINED HERE IN
CONSIDERATION OF YOUR ACCEPTANCE OF SUCH TERMS AND CONDI-
TIONS.

1. Definitions

a. “Adaptation” means a work based upon the Work, or upon the Work and
other pre-existing works, such as a translation, adaptation, derivative work,
arrangement of music or other alterations of a literary or artistic work, or
phonogram or performance and includes cinematographic adaptations or any
other form in which the Work may be recast, transformed, or adapted includ-
ing in any form recognizably derived from the original, except that a work
that constitutes a Collection will not be considered an Adaptation for the
purpose of this License. For the avoidance of doubt, where the Work is a mu-
sical work, performance or phonogram, the synchronization of the Work in
timed-relation with a moving image (“synching”) will be considered an Ad-
aptation for the purpose of this License.

b. “Collection” means a collection of literary or artistic works, such as encyc-
lopedias and anthologies, or performances, phonograms or broadcasts, or
other works or subject matter other than works listed in Section 1(f) below,
which, by reason of the selection and arrangement of their contents, consti-
tute intellectual creations, in which the Work is included in its entirety in
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unmodified form along with one or more other contributions, each constitut-
ing separate and independent works in themselves, which together are
assembled into a collective whole. A work that constitutes a Collection will
not be considered an Adaptation (as defined below) for the purposes of this
License.

c. “Creative Commons Compatible License” means a license that is listed
at http://creativecommons.org/compatiblelicenses that has been approved by
Creative Commons as being essentially equivalent to this License, including,
at a minimum, because that license: (i) contains terms that have the same
purpose, meaning and effect as the License Elements of this License; and, (ii)
explicitly permits the relicensing of adaptations of works made available un-
der that license under this License or a Creative Commons jurisdiction
license with the same License Elements as this License.

d. “Distribute” means to make available to the public the original and copies
of the Work or Adaptation, as appropriate, through sale or other transfer of
ownership.

e. “License Elements” means the following high-level license attributes as se-
lected by Licensor and indicated in the title of this License: Attribution,
ShareAlike.

f. “Licensor” means the individual, individuals, entity or entities that offer(s)
the Work under the terms of this License.

g. “Original Author” means, in the case of a literary or artistic work, the in-
dividual, individuals, entity or entities who created the Work or if no
individual or entity can be identified, the publisher; and in addition (i) in the
case of a performance the actors, singers, musicians, dancers, and other per-
sons who act, sing, deliver, declaim, play in, interpret or otherwise perform
literary or artistic works or expressions of folklore; (ii) in the case of a phono-
gram the producer being the person or legal entity who first fixes the sounds
of a performance or other sounds; and, (iii) in the case of broadcasts, the or-
ganization that transmits the broadcast.

h. “Work” means the literary and/or artistic work offered under the terms of
this License including without limitation any production in the literary, sci-
entific and artistic domain, whatever may be the mode or form of its
expression including digital form, such as a book, pamphlet and other writ-
ing; a lecture, address, sermon or other work of the same nature; a dramatic
or dramatico-musical work; a choreographic work or entertainment in dumb
show; a musical composition with or without words; a cinematographic work
to which are assimilated works expressed by a process analogous to cinemato-
graphy; a work of drawing, painting, architecture, sculpture, engraving or
lithography; a photographic work to which are assimilated works expressed
by a process analogous to photography; a work of applied art; an illustration,
map, plan, sketch or three-dimensional work relative to geography, topo-
graphy, architecture or science; a performance; a broadcast; a phonogram; a
compilation of data to the extent it is protected as a copyrightable work; or a
work performed by a variety or circus performer to the extent it is not other-
wise considered a literary or artistic work.
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“You” means an individual or entity exercising rights under this License
who has not previously violated the terms of this License with respect to the
Work, or who has received express permission from the Licensor to exercise
rights under this License despite a previous violation.

“Publicly Perform” means to perform public recitations of the Work and
to communicate to the public those public recitations, by any means or pro-
cess, including by wire or wireless means or public digital performances; to
make available to the public Works in such a way that members of the pub-
lic may access these Works from a place and at a place individually chosen
by them; to perform the Work to the public by any means or process and the
communication to the public of the performances of the Work, including by
public digital performance; to broadcast and rebroadcast the Work by any
means including signs, sounds or images.

“Reproduce” means to make copies of the Work by any means including
without limitation by sound or visual recordings and the right of fixation and
reproducing fixations of the Work, including storage of a protected perform-
ance or phonogram in digital form or other electronic medium.

2. Fair Dealing Rights. Nothing in this License is intended to reduce, limit, or re-
strict any uses free from copyright or rights arising from limitations or exceptions
that are provided for in connection with the copyright protection under copyright law
or other applicable laws.

3. License Grant. Subject to the terms and conditions of this License, Licensor
hereby grants You a worldwide, royalty-free, non-exclusive, perpetual (for the dura-
tion of the applicable copyright) license to exercise the rights in the Work as stated

below:

a.

b.

to Reproduce the Work, to incorporate the Work into one or more Collec-
tions, and to Reproduce the Work as incorporated in the Collections;

to create and Reproduce Adaptations provided that any such Adaptation, in-
cluding any translation in any medium, takes reasonable steps to clearly
label, demarcate or otherwise identify that changes were made to the original
Work. For example, a translation could be marked “The original work was
translated from English to Spanish,” or a modification could indicate “The
original work has been modified.”;

to Distribute and Publicly Perform the Work including as incorporated in
Collections; and,

to Distribute and Publicly Perform Adaptations.

For the avoidance of doubt:

i. Non-waivable Compulsory License Schemes. In those jurisdic-
tions in which the right to collect royalties through any statutory or
compulsory licensing scheme cannot be waived, the Licensor reserves
the exclusive right to collect such royalties for any exercise by You
of the rights granted under this License;
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ii. Waivable Compulsory License Schemes. In those jurisdictions
in which the right to collect royalties through any statutory or com-
pulsory licensing scheme can be waived, the Licensor waives the
exclusive right to collect such royalties for any exercise by You of
the rights granted under this License; and,

iii. Voluntary License Schemes. The Licensor waives the right to
collect royalties, whether individually or, in the event that the Li-
censor is a member of a collecting society that administers voluntary
licensing schemes, via that society, from any exercise by You of the
rights granted under this License.

The above rights may be exercised in all media and formats whether now known or
hereafter devised. The above rights include the right to make such modifications as
are technically necessary to exercise the rights in other media and formats. Subject to
Section 8(f), all rights not expressly granted by Licensor are hereby reserved.

4. Restrictions. The license granted in Section 3 above is expressly made subject to
and limited by the following restrictions:

a. You may Distribute or Publicly Perform the Work only under the terms of
this License. You must include a copy of, or the Uniform Resource Identifier
(URI) for, this License with every copy of the Work You Distribute or Pub-
licly Perform. You may not offer or impose any terms on the Work that
restrict the terms of this License or the ability of the recipient of the Work to
exercise the rights granted to that recipient under the terms of the License.
You may not sublicense the Work. You must keep intact all notices that
refer to this License and to the disclaimer of warranties with every copy of
the Work You Distribute or Publicly Perform. When You Distribute or Pub-
licly Perform the Work, You may not impose any effective technological
measures on the Work that restrict the ability of a recipient of the Work
from You to exercise the rights granted to that recipient under the terms of
the License. This Section 4(a) applies to the Work as incorporated in a Col-
lection, but this does not require the Collection apart from the Work itself to
be made subject to the terms of this License. If You create a Collection, upon
notice from any Licensor You must, to the extent practicable, remove from
the Collection any credit as required by Section 4(c), as requested. If You
create an Adaptation, upon notice from any Licensor You must, to the ex-
tent practicable, remove from the Adaptation any credit as required by
Section 4(c), as requested.

b. You may Distribute or Publicly Perform an Adaptation only under the terms
of: (i) this License; (ii) a later version of this License with the same License
Elements as this License; (iii) a Creative Commons jurisdiction license (either
this or a later license version) that contains the same License Elements as
this License (e.g., Attribution-ShareAlike 3.0 US)); (iv) a Creative Commons
Compatible License. If you license the Adaptation under one of the licenses
mentioned in (iv), you must comply with the terms of that license. If you li-
cense the Adaptation under the terms of any of the licenses mentioned in (i),
(ii) or (iii) (the “Applicable License”), you must comply with the terms of
the Applicable License generally and the following provisions: (I) You must
include a copy of, or the URI for, the Applicable License with every copy of
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each Adaptation You Distribute or Publicly Perform; (II) You may not offer
or impose any terms on the Adaptation that restrict the terms of the Applic-
able License or the ability of the recipient of the Adaptation to exercise the
rights granted to that recipient under the terms of the Applicable License;
(III) You must keep intact all notices that refer to the Applicable License
and to the disclaimer of warranties with every copy of the Work as included
in the Adaptation You Distribute or Publicly Perform; (IV) when You Dis-
tribute or Publicly Perform the Adaptation, You may not impose any
effective technological measures on the Adaptation that restrict the ability of
a recipient of the Adaptation from You to exercise the rights granted to that
recipient under the terms of the Applicable License. This Section 4(b) applies
to the Adaptation as incorporated in a Collection, but this does not require
the Collection apart from the Adaptation itself to be made subject to the
terms of the Applicable License.

If You Distribute, or Publicly Perform the Work or any Adaptations or Col-
lections, You must, unless a request has been made pursuant to Section 4(a),
keep intact all copyright notices for the Work and provide, reasonable to the
medium or means You are utilizing: (i) the name of the Original Author (or
pseudonym, if applicable) if supplied, and/or if the Original Author and/or
Licensor designate another party or parties (e.g., a sponsor institute, publish-
ing entity, journal) for attribution (“Attribution Parties”) in Licensor's
copyright notice, terms of service or by other reasonable means, the name of
such party or parties; (ii) the title of the Work if supplied; (iii) to the extent
reasonably practicable, the URI, if any, that Licensor specifies to be associ-
ated with the Work, unless such URI does not refer to the copyright notice
or licensing information for the Work; and (iv) , consistent with Ssection
3(b), in the case of an Adaptation, a credit identifying the use of the Work in
the Adaptation (e.g., “French translation of the Work by Original Author,”
or “Screenplay based on original Work by Original Author”). The credit re-
quired by this Section 4(c) may be implemented in any reasonable manner;
provided, however, that in the case of a Adaptation or Collection, at a min-
imum such credit will appear, if a credit for all contributing authors of the
Adaptation or Collection appears, then as part of these credits and in a man-
ner at least as prominent as the credits for the other contributing authors.
For the avoidance of doubt, You may only use the credit required by this
Section for the purpose of attribution in the manner set out above and, by
exercising Your rights under this License, You may not implicitly or expli-
citly assert or imply any connection with, sponsorship or endorsement by the
Original Author, Licensor and/or Attribution Parties, as appropriate, of You
or Your use of the Work, without the separate, express prior written permis-
sion of the Original Author, Licensor and/or Attribution Parties.

Except as otherwise agreed in writing by the Licensor or as may be otherwise
permitted by applicable law, if You Reproduce, Distribute or Publicly Per-
form the Work either by itself or as part of any Adaptations or Collections,
You must not distort, mutilate, modify or take other derogatory action in re-
lation to the Work which would be prejudicial to the Original Author's honor
or reputation. Licensor agrees that in those jurisdictions (e.g. Japan), in
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which any exercise of the right granted in Section 3(b) of this License (the
right to make Adaptations) would be deemed to be a distortion, mutilation,
modification or other derogatory action prejudicial to the Original Author's
honor and reputation, the Licensor will waive or not assert, as appropriate,
this Section, to the fullest extent permitted by the applicable national law, to
enable You to reasonably exercise Your right under Section 3(b) of this Li-
cense (right to make Adaptations) but not otherwise.

5. Representations, Warranties and Disclaimer

UNLESS OTHERWISE MUTUALLY AGREED TO BY THE PARTIES IN WRIT-
ING, LICENSOR OFFERS THE WORK AS-IS AND MAKES NO
REPRESENTATIONS OR WARRANTIES OF ANY KIND CONCERNING THE
WORK, EXPRESS, IMPLIED, STATUTORY OR OTHERWISE, INCLUDING,
WITHOUT LIMITATION, WARRANTIES OF TITLE, MERCHANTIBILITY, FIT-
NESS FOR A PARTICULAR PURPOSE, NONINFRINGEMENT, OR THE
ABSENCE OF LATENT OR OTHER DEFECTS, ACCURACY, OR THE PRES-
ENCE OF ABSENCE OF ERRORS, WHETHER OR NOT DISCOVERABLE.
SOME JURISDICTIONS DO NOT ALLOW THE EXCLUSION OF IMPLIED
WARRANTIES, SO SUCH EXCLUSION MAY NOT APPLY TO YOU.

6. Limitation on Liability. EXCEPT TO THE EXTENT REQUIRED BY AP-
PLICABLE LAW, IN NO EVENT WILL LICENSOR BE LIABLE TO YOU ON
ANY LEGAL THEORY FOR ANY SPECIAL, INCIDENTAL, CONSEQUENTIAL,
PUNITIVE OR EXEMPLARY DAMAGES ARISING OUT OF THIS LICENSE OR
THE USE OF THE WORK, EVEN IF LICENSOR HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES.

7. Termination

a. This License and the rights granted hereunder will terminate automatically
upon any breach by You of the terms of this License. Individuals or entities
who have received Adaptations or Collections from You under this License,
however, will not have their licenses terminated provided such individuals or
entities remain in full compliance with those licenses. Sections 1, 2, 5, 6, 7,
and 8 will survive any termination of this License.

b. Subject to the above terms and conditions, the license granted here is per-
petual (for the duration of the applicable copyright in the Work).
Notwithstanding the above, Licensor reserves the right to release the Work
under different license terms or to stop distributing the Work at any time;
provided, however that any such election will not serve to withdraw this Li-
cense (or any other license that has been, or is required to be, granted under
the terms of this License), and this License will continue in full force and ef-
fect unless terminated as stated above.

8. Miscellaneous
a. Each time You Distribute or Publicly Perform the Work or a Collection, the
Licensor offers to the recipient a license to the Work on the same terms and
conditions as the license granted to You under this License.
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b. Each time You Distribute or Publicly Perform an Adaptation, Licensor offers
to the recipient a license to the original Work on the same terms and condi-
tions as the license granted to You under this License.

c. If any provision of this License is invalid or unenforceable under applicable
law, it shall not affect the validity or enforceability of the remainder of the
terms of this License, and without further action by the parties to this agree-
ment, such provision shall be reformed to the minimum extent necessary to
make such provision valid and enforceable.

d. No term or provision of this License shall be deemed waived and no breach
consented to unless such waiver or consent shall be in writing and signed by
the party to be charged with such waiver or consent.

e. This License constitutes the entire agreement between the parties with re-
spect to the Work licensed here. There are no understandings, agreements or
representations with respect to the Work not specified here. Licensor shall
not be bound by any additional provisions that may appear in any commu-
nication from You. This License may not be modified without the mutual
written agreement of the Licensor and You.

f. The rights granted under, and the subject matter referenced, in this License
were drafted utilizing the terminology of the Berne Convention for the Pro-
tection of Literary and Artistic Works (as amended on September 28, 1979),
the Rome Convention of 1961, the WIPO Copyright Treaty of 1996, the
WIPO Performances and Phonograms Treaty of 1996 and the Universal
Copyright Convention (as revised on July 24, 1971). These rights and subject
matter take effect in the relevant jurisdiction in which the License terms are
sought to be enforced according to the corresponding provisions of the imple-
mentation of those treaty provisions in the applicable national law. If the
standard suite of rights granted under applicable copyright law includes addi-
tional rights not granted under this License, such additional rights are
deemed to be included in the License; this License is not intended to restrict
the license of any rights under applicable law.

Creative Commons is not a party to this License, and makes no warranty whatsoever in
connection with the Work. Creative Commons will not be liable to You or any party on any
legal theory for any damages whatsoever, including without limitation any general, special,
incidental or consequential damages arising in connection to this license. Notwithstanding the
foregoing two (2) sentences, if Creative Commons has expressly identified itself as the Licensor
hereunder, it shall have all rights and obligations of Licensor.

Except for the limited purpose of indicating to the public that the Work is licensed under the
CCPL, Creative Commons does not authorize the use by either party of the trademark
“Creative Commons” or any related trademark or logo of Creative Commons without the prior
written consent of Creative Commons. Any permitted use will be in compliance with Creative
Commons' then-current trademark usage guidelines, as may be published on its website or
otherwise made available upon request from time to time. For the avoidance of doubt, this
trademark restriction does not form part of the License.

Creative Commons may be contacted at http://creativecommons.org/.
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