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Foreword

This volume contains articles presented at the Third open workshop “Metalanguage and Encoding scheme
design for digital lexicography” of the MONDILEX project. The workshop is organized by the
international project GA 211938 MONDILEX Conceptual Modelling of Networking of Centres for High-
Quality Research in Slavic Lexicography and Their Digital Resources, Capacities — Research
Infrastructures, developed under EU FP7 programme. The workshop, organized by L. Stir Institute of
Linguistics, Slovak Academy of Sciences, is held on 15-16 April 2009 in Bratislava, Slovakia.

The main purpose of this workshop is to study and outline innovative solutions for lexical entry design in
Slavic lexicography and to present solutions for choosing and using a metalanguage in Slavic multilingual
dictionaries and for designing an encoding scheme, studying how its design can best serve digital
lexicography and natural language processing, as well as other related fields.

We hope the workshop results will be useful to lexicographers, computer linguists and linguists in general.

Ludmila Dimitrova, Radovan Garabik






Towards a Consistent Morphological Tagset for Slavic Languages:
Extending MULTEXT-East for Polish, Ukrainian and Belarusian*

Ivan A Derzhanski' and Natalia Kotsyba®

! Institute for Mathematics and Informatics, Bulgarian Academy of Sciences
? Institute of Slavic Studies, Polish Academy of Sciences

Abstract. Comparative studies in theoretical linguistics and the production of bi- and multilingual
dictionaries and tagged corpora, especially of closely related languages, can benefit from the use of
a common, crosslinguistically consistent tagset which reflects the unity of grammatical categories to
the greatest extent. As a case in point, the project MULTEXT-East developed tagsets for several
Slavic languages and laid the foundations of the creation of a common Slavic tagset. Close scrutiny
reveals, however, that it suffers from a number of inconsistencies and design flaws, which can have an
adverse effect on its use in comparative work. In this paper we will suggest some amendments to
MULTEXT-East v.3 (and v.4), and discuss what will have to be done in order for the remaining Slavic
languages to be covered as well, with a focus on Polish, Ukrainian and Belarusian.

1 Introduction

Comparative studies in theoretical linguistics and the production of bi- and multilingual dictionaries and
tagged corpora, particularly digital ones, can benefit from the use of a common, crosslinguistically
consistent morphological tagset reflecting the structural, etymological and semantic unity of grammatical
categories to the greatest extent. This is especially desirable in the case of closely related languages.

The project MULTEXT-East (MTE [3]) housed a classic endeavour to construct a foundation for
creating tagsets for Eastern European languages (as well as one Western European language, namely
English, which served as the hub language of the project). Version 3.0 covers 11 languages, with three
more added in Version 4, to wit [4]:

*  Indo-European:
o Slavic:
= East: (v. 4) Russian
= West: CzecH, SLOVAK
=  South:
e Western:
o Slovenian: SLOVENE, REsIAN'
o  Serbo-Croat: CROAT, SERBIAN
e Eastern: BuLGARrIAN, (V. 4) MACEDONIAN
o non-Slavic: EncLisH, RoumaNiaN, (v. 4) PErRsIAN
e Uralic: EstoniaN, HUNGARIAN

The seven Slavic tagsets in v.3 use 13 of the 14 parts of speech defined in the common tagset, with
a total of 72 features and 263 values.

The project is generally acknowledged as having been very successful, and some of the MTE tagsets
have become de facto standard for the respective languages. It is therefore a natural starting point for
further work in this field.

*The study and preparation of these results have received partial funding from the EC’s 7" Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.

' This is the Resian sub-dialect of the Slovene language of Bela/San Giorgio, Italy. Resian and standard Slovenian are
mutually unintelligible due to archaisms preserved in Resian but not in contemporary Slovenian and to Italian-
induced innovations in Resian grammar (including prepositive definite and indefinite articles).
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Close scrutiny reveals, however, that the MTE system of tagsets for Slavic languages has a number of
shortcomings which can have an adverse effect on its use in comparative work and its potential for
extension to cover the remaining languages of the branch:

*  On several occasions the same phenomenon in different languages is handled in different ways.
For example, attributive participles are classified as verb forms in Bulgarian, but as adjectives in
the other six Slavic languages in v.3, although there is no structural, semantic or etymological
reason for such a discrepancy.” The four tagsets for Czech, Slovene, Russian and Bulgarian
assume four different attitudes to the treatment of short and full forms of adjectives, where the
actual semantic divergence might justify two.

*  There are redundant values, such as ‘transgressive’ and ‘gerund’ (values of the feature VForm of
the part of speech Verb), which refer to the same category, but the former is used in the tagsets
for Czech and Slovak and the latter for Bulgarian and Serbian.

* Some terms are interpreted in unlike ways in different tagsets. Within the part of speech Numeral
the type multipl[icativ]e is defined, but to the Czech tagset a multiple numeral is an adverbial one
(dvakrdt ‘twice’), whereas to the Slovene tagset it is adjectival (dvojen ‘double’).

»  Some solutions are not extensible. In Czech the 2™ person singular present tense form of the copula jsi
can be cliticised as -s on certain non-finite verb forms and pronouns, and its presence is indicated by
the positive value of the binary feature Clitic_s of the parts of speech Verb and Pronoun. Essentially
the same phenomenon exists in Polish, but it involves four cliticised forms of the copula (1sg -m, 1pl -
Smy, 2sg -§, 2pl -Scie), and they float more freely (the host can be any content word, e.g. swinias ‘thou
art a pig’, dobrys ‘thou art good’), so the solution chosen in MTE for Czech can’t be applied to Polish.

Excessively faithful adherence to grammatical tradition creates more awkwardness in the marking.
This is especially conspicuous in the part of speech Pronoun. According to the traditional classification,
personal and possessive pronouns are separate types, but reflexive pronouns are a single type. Thus in
Czech tobé ‘to thee’ and tvij ‘thine’ have different values of the feature Type (personal and possessive,
respectively), whereas sobé ‘to oneself’ and swij ‘one’s’ are of the same Type (reflexive) and
differentiated through the additional feature Referent_Type, although the relation is obviously the same in
the two cases.

Some peculiarities can be explained by the need to keep the system compact because of the limitations
of computing power a decade ago, a likely motivation for the designers to reuse the features as much as
possible, even at the cost of linguistic adequacy. Now these concerns are no longer relevant.

In this paper we will examine MTE’s treatment of the Slavic languages already covered and discuss what
will have to be done in order for the rest of the branch, especially Polish, Ukrainian and Belorussian, to be
treated as well.” In so doing we will focus on linguistic adequacy and crosslinguistic consistency, but will also
aim for a concise tagset.

? Some of this is rooted in differences between national grammatical traditions. That they have often been followed is
understandable, but comparative work requires a theoretical common ground, the lack of which defeats the purpose
of a common tagset, so some traditional propositions will have to be sacrificed. (If the information is retained in
whatever form, it will be a straightforward matter to convert it to the traditional form.) We are not aware of any post-
MTE work aimed at bringing the various MTE tagsets closer to one another.

* We will not be concerned here with non-Slavic languages. Their coverage is particularly problematic, because so is
the question of identifying matching grammatical categories when the languages aren’t (closely) related. One of
MTE v.3’s most perplexing choices is that it uses the same binary feature Definiteness of the part of speech Verb to
indicate, in Bulgarian, that a participle bears a definite article (zos8opuaume ‘the ones who talked’), and in
Hungarian, that a finite form of a transitive verb has a definite 3" person direct object (tanulom ‘I learn it’). Thus
two totally dissimilar (not to mention unrelated) phenomena are handled alike merely because their names in the
respective grammatical traditions happen to mean the same. In MTE v.4 the tagset for Persian encodes izafet as
Case=genitive (i.e., practically the opposite!) in an effort to avoid introducing a language-specific feature.
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2 General remarks

The working definition that a word is a maximal uninterrupted sequence of letters stands in good stead
most of the time, but there are several morphemes and clitics which form a graphic whole with their hosts
in the standard orthographies (forms of the copula, the emphatic particle -Ze in Polish and -7 in Czech,
prepositional markers of degrees of comparison), and some multi-word sequences might count as lexical
units, but this technique should be used sparingly, and the matter relegated to syntax wherever possible.

2.1 Definiteness

Bulgarian has developed a synthetic definite article through the fusion of a form of a word belonging to
one of the nominal parts of speech and a postpositive demonstrative pronoun. It is a peculiarity of the
written norm that with singular masculine nouns ending in a consonant (as well as singular masculine
forms of words of the other parts of speech) the article has two forms, full and short, originally stemming
from different dialects but coexisting in the standard, being artificially assigned to different functions
(according to the current norm, the full form is nominative and the short form oblique®).

The MTE tagset for Bulgarian maintains the feature Definiteness with the four values no (no article),
yes (unique form of the definite article), full_art (full form of the definite article) and short_art (short form
of the definite article). This makes it appear as though the distinction between the two forms of the article
were on a par with its presence or absence. In fact these are features of different orders: the short and the
full forms are varieties of the article, not its alternatives. We would propose two features, Article (no, yes)
and DefForm (full, short).

Most Slavic languages (including Bulgarian) preserve the distinction between the full and the short
form of the adjective, though typically only in a small part of the paradigm.’ This can also be encoded
through the feature DefForm (rather than Definiteness or Formation, as in MTE v.3 for the South Slavic
languages and Czech respectively). The system would then look as follows:

Article DefForm | Bulgarian Bulgarian Bulgarian Ukrainian
(six m. ‘yak’) (sika f. ‘collar’) (six adj. ‘strong, sturdy’) (sipuii ‘violent’)
- - sipuii (m.)
- short sipa (f.); sipi (pl.)
- full sipas (£.); sipiv (pl.)
no - SIK; sIKoge aKa; sKu ska (f.); siku (pl.)
no short sk (m.)
no full axu(it) (m.)

* Another norm existed during the rule of the Bulgarian Agrarian Popular Union (1921-23), when the choice of the
full or short form of the article was based on euphonic rather than syntactic grounds (it depended on whether the
following word began with a vowel or a consonant).

* In Serbo-Croat and Slovene the long forms are used as definite in all genders, numbers and cases, which justifies
their encoding through a positive value of the feature Definiteness (or Article).

In Russian only the short nominative case forms are productive; they are used predicatively, as a general rule to
express a temporary rather than permanent quality (ox geces ‘he is in a cheerful mood’” vs ou gecéawiii ‘he has

a cheerful character’). However, short oblique case forms survive in numerous collocations (cpedu 6esaa Onsi amidst
white:Gen[sHorT] day:Gen ‘in broad daylight’). The situation is similar in Czech.

In Bulgarian only the masculine singular has a long form in -u (archaic -uii), used as a vocative (dpaeu cecede ‘dear
neighbour!’), appellative (ITemep Beauxu ‘Peter the Great’), or (in archaic and poetic usage) definite (pasnunume,
Habpaszdenu c nawwuii nayez ‘the plains furrowed by our plough’). The MTE v.3 tagset for Bulgarian does not account
for this form.

Ukrainian has lost the short masculine singular forms of all but 31 adjectives (an exhaustive list is given in [20]) and
restricted the full feminine, neuter and plural forms to poetic speech.
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yes — sikoseme saKama, siKkume sKkama, siKume
yes short sKa AKUSL
yes full KB AKUSIM

In Macedonian the norm supports three forms of the article distinguished by distance, and in MTE v.4
they are encoded as values of Definiteness (proximal, yes, distal). Strictly speaking, they call for a
separate feature, Distance (proximate, neutral, distal), since the presence of any article should be opposed
to indefiniteness, but DefForm and Distance can be unified for practical convenience.

Article | DefForm  Distance Bulgarian (ssx m. ‘yak’) Macedonian (jax m. ‘yak’)
no - - K jax

yes short - sKa

yes full - SIKBIM

yes - proximal Jjakoa

yes - neutral Jjaxkom

yes - distal Jjakou

2.2 Clitic_s

This feature is only defined for verbs and pronouns in Czech. As said before, it should be eliminated,
because it is too specific, and can’t be extended to the parallel phenomenon in Polish.

3 Noun

3.1 Type

Currently gerunds (deverbal nouns) are encoded as common nouns. Since they are very frequent in Polish,
it seems expedient to add a type for them, with the additional features Aspect and Negation relevant only
to gerunds. The latter would enable celebrowanie ‘celebrating’ and niecelebrowanie ‘not celebrating’ to
count as forms of the same lexeme [15:46].

3.2 Class

Noun class in Slavic is an interplay of gender and animacy. All Slavic languages have the same system of
three genders (masculine, feminine and neuter). In addition, inflexion and agreement often draw a line
between live beings and everything else or between human beings and everything else. In Polish and
Sorbian both distinctions are relevant (the former in the singular and — in Sorbian — the dual, the latter in
the plural); many accounts of Polish grammar handle them by distinguishing three masculine genders
(human, animal and inanimate), but this leads to massive syncretism, because in fact the differences only
affect a few forms each, and is not readily extensible to other languages (in Russian, for example, animacy
is orthogonal to gender in the plural). It seems more advantageous to maintain three features: Gender (m,
f, n), Human (yes, no) and Animate (yes, no).® Here is how the forms of the Polish cardinal numerals ‘1’
and ‘2’ in all genders and cases can be encoded. Note especially the rows where either Human or Animate
is neutralised, but not both.

% The idea of encoding the Slavic generalised gender category through a combination of gender and animacy features
was also expressed in [13-14], though stipulating a feature with further subdivisions (‘animacy’ includes
‘inhumanity’ and ‘humanity’ with two values). In our proposal there are a total of four values, including the
contradictory combination of ‘human and inanimate’, but this is a low price to pay for the simplification of the
general feature structure of the tagset, and it actually saves rules: in [9] it is shown that the entire paradigm of the
Polish demonstrative pronoun ten ‘this’ can be described by 34 rules in a five-gender system, but in ours only 31 are
needed.
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Gender | Human | Animate | Case Polish

= — — - jeden

m no no a

= — R 2 Jjednego
mn - - g

mn - - d Jjednemu
mn - - i, 1 Jjednym

n - - n,a Jjedno

f - - n Jjedna

f — - a, i Jjednq

f - - g,d,1 | jednej

m yes yes n dwaj

L yes yes La dwdch, dwu
_ _ — g1

— — — d dwom, dwu
- - - 1 dwoma

m no — , dwa

n - - ,

f - - n, a dwie

f — — i dwiema

In Polish some masculine human nouns are formally demoted to non-human to express derogation (ze/
*ci pijaki ‘these:NoNHUM/*HUM drunkards’); these can be encoded as masculine animal.” With other nouns
of the same class occasional conversion to the wrong class is used to express a certain attitude. Some
authors have suggested introducing Disparagement as a formal feature of the noun [7]. This is unworkable,
however, because which form is neutral and which is disparaging depends on the lexeme, and agreement
is with humanness, not with disparagement (cf. neutral ci profesorowie ‘these professors’, te chtopaki
‘these lads’, disparaging e profesorzy, ci chtopacy).

A common gender is also expedient for words that can be masculine as well as feminine whilst
retaining the same inflexion (Bulgarian poduura ‘relative, kins[wo]lman’, Russian cupoma ‘orphan’). On
the other hand, if a noun inflects in different ways (or not at all when feminine, as Polish doktor ‘doctor’),
this should be considered a pair of homonymous lemmata, with the homonymy resolved in the oblique
cases.

3.3 Case

The original Slavic case system, preserved intact in most languages, contains seven cases (nominative,
accusative, dative, genitive, instrumental, locative, vocative).

In Russian some nouns have two genitive or two locative forms with different meanings. Since these
nouns are few, and the distinctions appear nowhere else in the grammar, introducing extra cases seems
counterproductive. It is better to have an extra feature, CaseForm (first, second), whose value will select
the correct subcase when needed, and be undefined most of the time.®

" When such a word is a subject, the predicate is masculine human (Te pijaki przyszli ‘These:Nonnum drunkards
came:HUMAN’). This is merely an instance of semantic agreement, which occurs in other Slavic languages also
(Russian ITocaednuii uenogex ysoauaacs ‘The last:m person [= woman] resigned:¥’), has an occasional character,
and is outwith the scope of tagging.

¥ The proposed Russian tagset for MTE v.4 introduces the feature Case2 (p “partitive’, 1 ‘locative’). This confines the
choice to two possibilities with necessarily pre-defined cases, which is too restrictive, especially given that the
locative in Ukrainian can even have three forms for the same word (ra godii, Ha 60dito, na eodiesi ‘on the driver’),
cf. [19].
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Case | CaseForm Russian

n - uaii ‘tea’, mosoxo ‘milk’, crez ‘snow’, goda ‘water’

g - moaoka: yeem, uauwka ~ ‘the colour, a cup of milk’

g first yas: ysem ~ ‘the colour of tea’

g second uaro: uawka ~ ‘a cup of tea’

1 - 8o0e: ysudemv Koblo, Kpaconty 8 ~ ‘see beauty, a ring in the water’
1 first CHeze: ysudemsw Kpacomy 6 ~ ‘see beauty in the snow’

1 second CHezy: ysudemov Kovlo 8 ~ ‘see a ring in the snow’

The same technique can be used for other instances of forms of the same case distinguished by usage, e.g.:
» the dative and locative singular of masculine nouns in Czech, which have the ending -ovi if the
word is last in its phrase and -u otherwise (bratrovi ‘to the brother’, bratru Janovi ‘to Brother
John’), and the similar alternation -osi ~ -y in Ukrainian, partly motivated by euphony (narosi
Kapnosi Mukumosuuy Koeanesi ‘to Mr Karp Mykytovych Kovalev’ [21:190]);
* the locative of monosyllabic Ukrainian nouns, where the ending -y tends to render a more
specific meaning than -i (myxa @ medi ‘a fly is in the honey’, 38aperno na medy ‘cooked with
honey’ [21:192]);
» the genitive of masculine nouns in Belarusian and Ukrainian, which has the ending -a for count
nouns and -y for mass nouns, with some nouns assuming either depending on the interpretation
(Bel. nepaesda ‘of the [place for] crossing’, nepae3dy ‘of the [act of] crossing’; Ukr. 6apsu
aucmonada ‘the colours of leaf-fall’, nepuiozo aucmonady ‘on the 1% of November’ [21:195]).°
This phenomenon is not to be confused with variability in the use of case, which is not restricted to the
noun form, e.g., accusative in Ukrainian: nacmu (uopHi) OUKU,cc—yons NACMU (UOPHUX) OUKIB,c—cxy ‘herd
(black) bulls’ or nucamu (0o8zuit) AUC, coxon, RUCAMU (D0B2020) AUCMA, =y ‘WTite A (lONg) letter’.
Russian, Slovak, Slovene and Lower Sorbian have lost the vocative case except for a few fossilised
forms (6oorce, boze ‘god!’), which may be encoded as vocative forms of the nouns, as can Russian
colloquial vocatives formed by truncation (mam ‘mum!’, Baus ‘Vanya!’). Categorising concordant
adjectives etc. as vocative case forms (as mdj in Slovak modj boZe ‘my god!’), however, appears
superfluous.

3.4 Additional features

All Slavic languages have pluralia tantum nouns (Bulgarian, Russian xzewu ‘pliers’), consequently the
tagset needs a way of marking this, as they have some syntactic peculiarities, such as cooccurrence with
collective numerals (Russian dgoe uacog ‘two clocks’ vs daa uaca ‘two hours’). It might be possible to do
this by an additional value of the feature Gender, but for those languages that don’t collapse all genders in
the plural, gender features (possibly reduced'’) for pluralia tantum nouns are also essential (Serbian
maka3ze f. pl.t. ‘scissors’, kwewma n. plt. ‘pliers’; Slovene anali m. pl.t. ‘annals’, gosli f. pl.t. ‘fiddle’,
vrata n. pl.t. ‘door’), which means that a separate feature will be needed.

As said earlier, the features Aspect (imperfective, perfective) and Negation (no, yes) should be added
at least for Polish, where gerunds are especially frequent and nie- ‘non-’ is productively prefixed to them.

? In Belarusian this is actually an innovation, an effect of the incursion of the Russian genitive ending -a into the
language in the second third of the 20™ century and its rivalry with the originally ubiquitous -y, although the ensuing
opposition of count and mass nouns is different from the distribution of the two genitives in Russian.

In present-day standard Ukrainian neputozo aucmonady is considered incorrect ([18:53-54], [19]).

"°Or conventional: e.g., in the IPI—PAS corpus of Polish pluralia tantum nouns that are not masculine human (and

thus are fully ambiguous between masculine non-human, neuter and feminine) are labelled as neuter.
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4 Verb

4.1 Verb form

Verb forms include the following:
e Original finite forms, typically inflecting within each tense only for person and (verbal) number,
although Upper Sorbian also distinguishes gender in the dual, Slovene does likewise (although
the feminine/neuter forms are considered obsolete), and Resian has a distinction of courtesy in

the 2" person plural.
The following three tables display forms of the verb ‘be’.

Person [Number |[Gender |Human |Courtesy |Resian [Slovene [U Sorbian
1 dual - - - swa sva smoj

1 dual f,n - - *sye

2,3 dual - - - sta sta stej

2,3 dual m yes - staj

2,3 dual f,n - - *ste

2 plural - - - *ste sce

2 plural - - no sta

2 plural - - yes sté

Erstwhile perfect participles that are only

past-tense indicative forms. They only inflect for number and gender.

Number |Gender |Russian
singular |[m (3%}
singular |f bvira
singular [n ObL10
plural — OvLau

used predicatively and have effectively become finite

e Past participles (termed pseudoparticiples in [15]) used mostly as complements of an occasio-
nally omitted copula in analytic forms of perfect tenses, the conditional mood or the passive
voice, inflecting for (nominal) number (including collective in Resian) and nominal class. These
are encoded as VForm=participle.

Number Gender |Human |Animate |[Resian |Czech [Polish |U Sorbian
singular m - - bil byl byt byt
singular f - - bila byla byta byta
singular n - - bilu bylo byto byto
dual - - - bytoj
dual m - - bila

dual f,n - - bili

plural - - - byli
plural m - - bili

plural m - yes byli

plural m yes - byli

plural m - no byly

plural m no - byty byte
plural f - - bile byly byty byte
plural n - - bile byla byty byte
collective |m - - bile




16 Ivan A Derzhanski, Natalia Kotsyba

. Adverbial participles (gerunds as they are called in MTE’s tagset for Bulgarian, or transgressives
by the name used in the West Slavic tradition), uninflecting except in Czech, where they have
retained number and gender: nesa (sg. m.), nesouc (sg. f./n.), nesouce (pl.) ‘carrying’. These two
values of the feature VForm should be unified; we would propose the label ‘r’ (because the part
of speech Adverb is marked ‘R’).

*  An invariable impersonal, originally an adverbial form of the past passive participle (in Polish,
Ukrainian and Belorussian). For this we would propose the label ‘t’, reminiscent of one of the
suffixes.

*  Finite forms of moods other than the indicative.

e Infinitive, invariable."

. Supine, ditto (only in Slovenian, Resian and Lower Sorbian, though formerly in Czech as well).

Attributive participles, inflecting for number, gender and case or definiteness, are considered
adjectives in several but not all tagsets in MTE. We believe this is right, and should be followed for all
languages. The assumption that fully inflected participles are verb forms entails that the entire paradigm of
the adjective is a proper part of the paradigm of the verb. This runs afoul of the proposition that the
adjective and the verb are entities of the same order (parts of speech). Intuitively, too, Russian
uumarouezo ‘reading:sc.M.GeN’ is a form of the lemma uumarowuii ‘reading (present participle)’, not of the
lemma uumame ‘read’. And the argument (of a syntactic nature) that clause-forming participles have
verbal government should not be considered relevant to morphological analysis."

The tagset for Resian includes a subjunctive, but this category contains merely the 2™ person
imperative forms, which are used as a subjunctive mood for all persons.

The tagsets for the other languages except Bulgarian include a conditional marker, inflecting for
person and number in Czech and Serbo-Croat as in Polish and Upper Sorbian, uninflecting in Slovak,
Slovene, Macedonian and Russian as in Ukrainian, Belarusian and Lower Sorbian."

The IPI—PAS corpus of Polish (IPIC [7]) introduces a separate subcategory within the part of speech
Verb for the so-called agglutinants, i.e., bound cliticised forms of the copula. The form -s of Czech jsi
(2" person singular form of the copula) calls for the same treatment.

VForm Tense Person | Number | Polish Czech
indicative | present | 1 singular | jestem Jjsem
indicative | present | 2 singular | jestes Jsi
indicative | present | 1 plural Jjestesmy | jsme
indicative | present | 2 plural JesteScie | jste
bound - 1 singular | -m -ch
bound - 2 singular | -§ -s
bound - 1 plural -Smy -chom
bound - 2 plural -Scie -ste

4.2 Aspect

Aspect is a category common to all Slavic languages, although not reflected in all tagsets in MTE. It
would be desirable for the aspect called progressive to regain its usual name, imperfective. An ambivalent
aspect might be more widely recognised (biaspectual verbs are numerous in Bulgarian, for example).

""The Bulgarian (truncated) infinitive has recently become obsolete, but can occur in texts: nedeii kazea ‘don’t say’,
Mmodxceme au Kasza ‘can you say’ (now more commonly Hedeii da kazgawt, modwceme au da Kadxceme).

"*Neither is it consistently appealed to: Czech and Slovak attributive participles are clause-forming, but are encoded in
MTE as qualificative adjectives; Bulgarian or Russian participles are no different.

“The Bulgarian conditional 6ux, 6u etc. are encoded in MTE as aorist tense forms of the verb 6sda — a perfective
counterpart of the imperfective copula cam —, although the forms 6udox, 6ude etc. are better candidates for such
encoding; in the contemporary language 6ux, 6u have no perceivable relation to the aorist.
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4.3 Tense

MTE v.3 supports present, future, past, aorist, imperfect and pluperfect. The undifferentiated past tense is
based on participles in the East Slavic languages or on the collapse of the aorist of perfective verbs and the
imperfect of imperfective verbs into a single so-called preterite tense in Sorbian (a pronounced tendency in
Macedonian as well).

Aspect Tense Person | Number | Gender Bulgarian | Russian | U Sorbian
imperfective | imperfect | 2,3 singular | — s0eute

imperfective | past 2,3 singular | — jédzese
imperfective | past - singular | masculine en

imperfective aorist 2,3 singular | — s0e

perfective imperfect | 2,3 singular | — ussideue

perfective past - singular | masculine cwe

perfective past 2,3 singular | — zjé
perfective aorist 2,3 singular | — usside

The pluperfect is only introduced in the tagsets for Croat and Serbian, for no evident reason, as no Slavic
language has a synthetic pluperfect.

4.4 Other features

Many (though not all) Russian verbs have a 1* person plural inclusive, formally present tense, form with
hortative semantics: udémme (imperfective), notidémme (perfective) ‘let us (you:pL and I) go’. This could
be encoded as a 1 person plural form of a special mood (verb form, e.g. 2™ imperative, as in the National
Corpus of the Russian Language); however, structurally it is not the mood but the person (a combination
of -m ‘1* pl.” and -me ‘2™ pl.”) that makes it exceptional. Such a form should either have a special value
(inclusive) of the feature Person or be treated as an agglutinative compound of a 1* person plural verb
form and the bound particle -me (also found in rame ‘here you are!’, nyme ‘well!” with an addressee for
whom the 2™ person plural is used).

For Polish the feature Vocalicity (voc, nvoc) has been added in IPIC to separate the cliticised forms of
the copula with a buffering vowel (-em, -es) or without one (-m, -5).

IPIC also introduces the feature Agglutinativity (agl, nagl) for accounting for some problems of
wordhood [15]." It has a positive value for past tense forms of verbs (pseudoparticiples) that require a
bound clitic (gniott-em ‘I kneaded’) and a negative one for their self-sufficient counterparts (gniott ‘he
kneaded’). The same technique might be used for Czech singular imperatives which have a bound form
before the particle -7 (bud ‘be!’, but budi-Z ‘be thou now’).

5 Adjective

5.1 Type

MTE v.3 recognises adjectives of three types: qualificative, possessive and ordinal (actually relative,
a mistranslation of the Slovenian term vrstni). All attributive participles in all languages except Bulgarian
are categorised as qualificative adjectives, ignoring voice and tense. However, it would be desirable to
preserve this information by introducing a new type of adjective, participle, and voice, tense and aspect as
features relevant only to participles. The table below displays the Bulgarian adjective dsguauy ‘chewing
(of sweets)’ as well as all participles formed from the verb dssua ‘chew’:

"“In the formalism used in the IPIC tagset [7] binary features typically have values of the type (<value>, nevalue>); in
MTE’s notation these can always be rendered as (yes, no).
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PoS Type Aspect Tense Voice Bulgarian
Adjective | qualificative | — - - Jsguauy
Adjective | participle imperfective | present active Ovsuel
Adjective | participle imperfective aorist active JveKan
Adjective | participle imperfective | aorist passive | dwgxan
PoS VForm Aspect Tense Voice Bulgarian
Verb participle imperfective | imperfect | active Ovguen

Furthermore, since exclusively predicative adjectives (e.g., Slovak dlZen ‘obliged’) are treated as
regular adjectives, predicative participles (including such as are used as past tense forms of verbs, alone or
with conjugated forms of a copula) should be too.

It would be advantageous to also move ordinal (and other adjective-like) numerals and some types of
pronouns to the part of speech Adjective, again distinguishing them by type, so as to relieve the other parts
of speech of the strictly adjectival features."

Type Czech

qualificative dobry ‘good’
possessive matcin ‘mother’s’
ordinal numeral paty ‘fifth’

specific numeral dvoji ‘double, twofold’

IPIC distinguishes two further types of adjectives: preadjectival (the first halves of compounds such as
biato-czerwony ‘white-and-red’) and postprepositional (the content words in expressions of the type po
polsku ‘in Polish’, only used following the preposition po). The former is advisable since it would be
impractical to provide all compounds in the dictionary; the latter are better classified as adverbs.

5.2 Degree

Degree (positive, comparative and superlative'®) is defined for all Slavic languages except Bulgarian,
where it has been decreed that the degree markers no- (comparative) and uaii- (superlative), both linked to
the adjective or adverb by a hyphen in the current orthography, might better be treated as separate words
(Particles of type comparative). While fully functional, this decision separates the Bulgarian superlative
Hati- from its counterparts in the other languages (nej- in Czech, naj- elsewhere, all prefixed to the
comparative form and written as one word); then again, this may be justified by the fact that in Bulgarian
both degree markers can also be used with other parts of speech and expressions, although then separated
by a space in writing (n0 rorax ‘more of a hero’, naii mu e swcan ‘I regret most’). In Macedonian the same
markers are written as a solid word together with the adjective or adverb (nodo.z ‘longer’, najmnozy
‘most’), and MTE v.4 treats the whole as a form inflected for degree.

In the Ukrainian Grammatical Dictionary [20], the source of morphological information for Ukrainian,
degree was disposed of, comparative and superlative adjectives and adverbs are recorded as separate
lexemes with corresponding lemmata. Rules for extracting information on degree and redirecting non-
positive units to their lemma were designed and implemented in the project UGTag [6], enabling
information on degree to be encoded for Ukrainian.

“Some national traditions actually call for this: ‘Numerals in Slovene can function as nouns, adjectives or adverbs,
and are in grammars described as subtypes of these categories. The above classification runs counter to the
established practice and is missing an important syntactic distinction’ [4:205].

' Also elative for Slovene, Resian and Serbian and diminutive for Resian, though no examples are provided.
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5.3 Additional features

The feature Negation (no, yes) should be added at least for Polish with its regularly formed participles.
For Sorbian the feature Owner_Gender would have to be borrowed from the part of speech Pronoun, to
encode the gender of the noun from which a possessive adjective is derived, as such a noun can have
concordant modifiers (Upper Sorbian stareje Zoniny syn ‘the old woman’s son’, Lower Sorbian nasogo
nanowe crjeje ‘our father’s shoes’ [8]).

PoS Type Owner_Gender Gender Number [ Case Upper Sorbian
Adjective | qualificative | — feminine singular | genitive stareje
Adjective | possessive feminine masculine | singular | nominative | Zoniny
Noun common - masculine | singular | nominative | syn

6 Pronoun

6.1 Type

Traditional Slavic grammars acknowledge nine types of pronouns (personal, possessive, reflexive,
demonstrative, interrogative, relative, indefinite, negative and general). The system is partly inconsistent:
some pairs of pronouns of the same type (both reflexive, interrogative, etc.) stand in the same relation with
one another as a personal and a possessive pronoun, and many pronouns fit the criteria for membership in
more than one class (Ukrainian csiii ‘one’s [own]” could be classified as both reflexive and possessive,
xmosua-uuti ‘who knows whose’ as indefinite and possessive, xmosna-sikuii ‘heaven knows what kind of”
as indefinite and demonstrative, etc.).

It appears that personal and possessive pronouns can be conflated (because there have to be other
means for handling this kind of opposition anyway, as between ‘who’ and ‘whose’), and reflexive
pronouns can be unified with them (as a special value of Person'’).

MTE v.3 Our proposal

Type | Person | Referent_ type Czech | Type | Person | Referent_type
p 2 - tobé p 2 p

S 2 — tviij p 2 ]

X - p sobé p X p

X - S Svilj p X ]

q - () kdo q - p

q - (s) ¢l q - S

In general these features refer to the meaning of pronouns and should be dealt with at the level of
semantics. The developers of UGD [20] divide traditional pronouns into pro-nouns and pro-adjectives
(pro-adverbs, too, in Russian National Corpus project); the designers of IPIC [7] refer to pro-adjectives as
ordinary adjectives, while pro-nouns are singled out as a class. We would favour encoding pro-adjectives
as several types of adjectives and preserving pro-nouns as a separate class.

6.2 Referent_Type and Syntactic_Type

These two features appear redundant, as a personal (possessive) value of Referent_Type correlates with a
nominal (adjectival) value of Syntactic_Type.

The Bulgarian tagset doesn’t use Syntactic_Type at all, but employs two unique values of
Referent_Type: attributive and quantitative. The first of these allows distinguishing, e.g., attributive xaxsg
‘what kind of” from possessive uuii ‘whose’. The words categorised as quantitative pronouns (ko.xo ‘how
many/much’, usxoaxo ‘several’, moaxosa ‘this many/much’) correspond to numerals distinguished by

"This would not work, obviously, if English with its person-marked reflexives were restored to the system.
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values of the feature Class (interrogative, indefinite, demonstrative) in Czech and Slovak, and the Slovene
and Resian tagsets don’t identify them in any way. The choice seems to be a matter of economy. Handling
these words as pronouns takes advantage of the numerous types of pronouns already defined, and treating
them as numerals facilitates their classification by type of numeral (e.g., Czech cardinal kolik ‘how many’,
ordinal kolikdty ‘number what’, multiplicative kolikrdt ‘how many times’; Bulgarian has fewer such types,
but it needs a way of distinguishing xosyura ‘how many [people]’ from xosxo ‘how many/much’,
although MTE v.3 provides none).

6.3 Additional features

In all East and West Slavic languages personal pronouns of the 3™ person have forms starting with /n/
instead of /j/, typically employed when the pronouns are objects of prepositions. For this phenomenon
IPIC uses the feature Postprepositionality (praep, npraep), a practice which should be emulated. Also, in
Upper Sorbian the pronoun sto ‘what?’” has the same form in the accusative except after a preposition,
where co substitutes; this can be encoded in the same way.

Type Gender Human | Number | Case Postprep Upper Sorbian
. . . no jon
personal masculine no singular | accusative —
yes njon
. . . . no sto
interrogative neuter no singular | accusative —
yes o

It should be noted, however, that the condition of the use of these forms vary somewhat across
languages: in Russian they are optionally used after comparative degree forms (Huowce Hux ~ Hudxce ux
‘below them, lower than they’), in Ukrainian the conditions depend on the dialect. For this reason it may
be advisable to give the feature a less binding name (one motivated by the form rather than the function).

7 Numeral
7.1 Type and Form

All languages distinguish cardinal and ordinal numerals; also, in MTE v.3 collect[ive]s are introduced for
Serbian, and multipl[icativ]es and special'® numerals for all seven languages except Resian and Bulgarian.
On the whole the systems of numerals are made to look more different than most of them actually are.

The Bulgarian masculine personal numerals are handled as Type=cardinal Form=m_form in MTE v.3.
In a common tagset this language-specific value would be superfluous, thanks to the feature Human.

Gender | Human | Bulgarian

m yes deama

m no dsa 2
fn — dse

7.2 Class

For Polish the feature Accomodability (congr ‘agreeing’, rec ‘governing’) has been added in IPIC to
identify the structural relation between the cardinal numeral and the noun (attribute—head or head—
complement, respectively): Przyszli dwaj chtopcy “Two:CoNGR boys:PL.NOM came:PL.HUM , Przyszto dwdch/
dwu chtopcow “Two:rRec boys:pL.GEN came:sc.N’. This can be encoded here through the feature Class,
introduced in MTE v.3 in order to account for the different syntactic distribution of the cardinal numerals
(esp. in Czech):

"80r specific, denoting a number of kinds of substances.
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Gender | Human | Class Polish
definite dwdch, dwu
m yes definite2 | dwaj
m no definite2 A
n — definite2 | 9"
f - definite2 dwie
definite trzech
m yes definite34 | trz¢j 5
m no definite34
f.n - definite3d | "%
m yes definite pieciu
m no definite L ‘5’
f.n - definite. | 7'

8 Adposition

8.1 Type

Slavic languages tend to only have prepositions. In Russian a few prepositions (8onpexu ‘contrary to,
notwithstanding’, #aszzo ‘to spite’, padu ‘for the sake of’, cnycms ‘after, later’) can be used postpositively;
Sorbian dla ‘because of’ is more often a postposition than a preposition (Upper Sorbian spatneho wjedra
dla ~ dla Spatneho wjedra ‘because of the bad weather’; Lower Sorbian chérosci dla ~ dla chérosci ‘due
to illness’, cf. German krankheitshalber). These should be undefined as to Type.

8.2 Case

In linguistic theory an adposition’s subcategorisation of an object in a certain case is no different from the
subcategorisation of a verb. Tagsets don’t usually encode transitivity features for verbs, so introducing
such a feature for prepositions amounts to an inconsistency. In practice, too, since in Slavic languages
many prepositions can govern more than one case, the case syncretism common in nouns entails massive
ambiguity in the tagging of prepositions.

We contend that no such feature ought to have been introduced into the morphological tagset. We
would keep it only for the reason that its use is a widespread practice.

8.3 Additional features

Typically the object of a preposition, if a pronoun, must be a full (stressed) form. But there are exceptions.
In Bulgarian the object of a few prepositions can be expressed as a dative (possessive) clitic'’ as well as a
full accusative form (nomesrcdy um or nomeoswcdy msix ‘between them’, but only meowcdy msix dto.). In
Upper Sorbian the 1* person singular pronoun appears as a clitic after polysyllabic prepositions (preciwo
mi ‘against me’, pola mje ‘by me’, but ku mni ‘towards me’, za mnje ‘for me’). These peculiarities of the
prepositions can be encoded by an additional feature.

It would be advisable to borrow the binary feature Vocalicity from the part of speech Verb for
extended forms of prepositions (Bulgarian és8 ~ ¢ ‘in’, Russian nepedo ~ neped ‘before’, Polish ku ~ k
‘towards’, Upper Sorbian wote ~ wot ‘from’, etc.), used in specific (morpho)phonological conditions.

The MTE tagset for Bulgarian marks the short dative forms of the pronouns (mu ‘to me’, ..., um ‘to them’) doubly
as Type=personal Case=dative and Type=possessive, which is in conformity with the traditional descriptions, but
redundant (especially since the use of a dative clitic as an adnominal possessive marker in Bulgarian is not an
accident, but an areal feature shared with other languages of the Balkans).
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In several languages adpositions optionally merge with some pronouns, yielding such compounds as
Czech zari ~ za ného ‘for him’, pro¢ ~ pro co ‘for what’, Slovene zate ~ za tebe ‘for thee’, Polish przezeri
~ przez niego ‘because of him’, Upper Sorbian mojedla ~ dla mnje ‘because of me’, Lower Sorbian
maojogodla ~ dla mnjo dto. (cf. German meinetwegen). It is best to treat these as agglutinative compounds,
so0 as not to lose information about either the adposition or the pronoun.

9 Conjunction

Forms such as Czech abych ‘that I would’, kdybyste ‘if you would’ might also be treated as compounds
(following the path suggested by their Polish counterparts abym, gdybyscie) rather than as conjunctions
inflected for person and number as in the MTE v.3 Czech tagset. (Conjunctions are, after all, supposed to
be an invariable part of speech.) This would make for greater consistency across languages.

10 Predicative

Uninflecting words (and some collocations) which are restricted to being complements of copulative verbs
are recognised as a separate part of speech in several reference grammars and tagsets of various Slavic
languages. This appears superfluous: as we argued in [2], such items are adverbs no less than predicative
adjectives (English glad, Russian pad dto.) are adjectives. However, attributivity/predicativity may be
introduced as an additional feature for the purposes of syntactic analysis.

11 Conversion of existing formats for Polish and Ukrainian to an MTE-like format

Resources for morphological processing of Polish and Ukrainian have been developed independently from
the project MTE in Poland and Ukraine, respectively. Morphological information is encoded in the form
of grammatical dictionaries that allow for both analysing and synthesising word forms. The granulation of
grammatical information there and the formats of recording it differ considerably from the core MTE
tagset. Grammatical categories and values overlap (are one-to-one relations) only in part; some of them
have to be decomposed into finer ones, and new categories/values need to be assigned to all relevant
lexemes in a grammatical dictionary. On the other hand, grammatical dictionaries contain information that
is not necessary for MTE-like tagging. There are two possible levels of introducing changes into Polish
and Ukrainian grammatical sources. This can be done at the level of conversion of tagged texts, or directly
in the dictionary source files. The former option is chosen for Polish, since the source files are not
available for processing and development. The latter option has been chosen for Ukrainian, and additional
grouping of lexemes is done within UGTag [6], which foresees the creation of a morphological tagger for
Ukrainian with the possibility of adding new words from tagged texts, unrecognised by the tagger. One
possible output format of UGTag will be an MTE-like tagged text.

As for Belarusian, a grammatical dictionary for it is under development now on the basis of an
extensive orthographic dictionary [11], and suggestions concerning its design and compatibility with
MTE-like tagging format can be taken into account, so that no further conversion will be required.

The tagsets for Polish (IPIC) and Ukrainian (UGD) were brought together within the PoIUKR project
with the aim of creating a common tagset for the parallel corpus of those languages [5]. The criterion of
minimal information loss was used, although the common tagset is not a pure arithmetic sum of the two
tagsets; rather, it was based on the pattern of IPIC, as it was easier this way to adjust the search program
Poliqarp for the needs of PolUKR. Since MTE-like tagging is becoming a standard now, it was decided to
bring the PolUKR tagset to conformity with it.
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Here is a fragment of the conversion table IPIC/PolUKR — MTE v.3/4 (111 dictionary positions):
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Ukrainian term Polish term English term PolUKR tag | MTE tag (fragment) | example
YacTKa-BUTYK partykuto- particle-adverb qub Q niech
przystéwek
BCTABHI CJIOBA dyskursyw discourse markers dsc Q 810CMUBO
iHGiHITHB bezokolicznik infinitive inf V, VForm=n CNAMOHbKU
6e30co60Ba forma -no/-to impersonal form imps V, VForm=t rozpoczeto,
popma robiono
JIiENMPUCITIBHUK imiestéw adverbial participle | part V, VForm=r
przystowkowy
HETOKOHAHUHN imiestow simultaneous pcon V, VForm=r, pobasiuu,
JIiENMPUCTTIBHUK przystéwkowy adverbial participle Tense=p robiqc
wspotczesny
TOKOHAHUMA imiestow anterior adverbial pant V, VForm=r, 3pobusuiu,
JIiENMPUCTTIBHUK przystéwkowy participle Tense=a, Aspect=e zrobiwszy
uprzedni
JIiENPUCITIBHUK imiestéw czasu | simultaneous past ppast V, VForm=r, pobusuiu,
MUHYJIOrO yacy | przesziego participle Tense=a, Aspect=p *robiwszy
(rare)
3araJjibHUi og6lny common (general) gnoun N, Type=c waxu
noun
BJIACHA HA3Ba nazwa wiasna proper name propnoun N, Type=p Ckose
MeHopaTUBHUI rzeczownik disparaging depr N, Animate=y, profesorzy
IMEHHUK deprecjatywny (depreciative) noun Human=n
3aiMEHHMK- zaimek 1-2 1°- or 2"-person ppronl2 P, Type=p, 51, muy
iIMEHHUK 1-2 osoba pronoun Person=(112)
ocoba
repyHIin gerundium gerund ger N, Type=g robienie,
nierobienie
niezrobienie
3aMEHHHUK- zaimek 3 osoba | 3"-person pronoun | ppron3 P, Type=p, 8IH, 8OHU
IMEHHUK 3 Person=3
ocoba
3aiiMeHHMK ceOe | zaimek siebie pronoun ‘self’ siebie P, Type=x cebe

And a fragment of the correspondence table MTE v.3/4 — IPIC/PolUKR (332 positions):

category attribute | value code | value name | IPIC/PolUKR equivalent
Adjective(A) | Aspect |e perfective (pactlpass)&aspect=perfective
Adjective(A) | Aspect |p progressive | (pactlpass)&aspect=imperfective
Adjective(A) | Voice a active pact&aspect=perfective
Adjective(A) | Voice p passive pass&aspect=perfective

Adverb (R) R advladjplpred

Verb(V) VForm |i indicative finlpraetlbedzie

Verb(V) Tense p present fin&aspect=imperf

Verb(V) Tense f future bedziel(fin&aspect=perf)
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Two sets of XML morphosyntactic specification files for Polish and Ukrainian have been prepared:
specifications compatible with the most recent, still unreleased version of MTE (v.4), also based on [10]1%,
and specifications following from the suggestions formulated in this article.

A fragment of the XML specification file for Ukrainian compatible with the MTE-4 proposal for Russian:

<row role="attribute">
<cell xml:lang="en" role="position">6</cell>
<cell role="name" xml:lang="en">Case2</cell>
<cell xml:lang="en" role="values">
<table>
<row role="value">
<cell role="name" xml:lang="en">genitive</cell>
<cell role="code" xml:lang="en">g</cell>
</row>
<row role="value">
<cell role="name" xml:lang="en">dative</cell>
<cell role="code" xml:lang="en">d</cell>
</frow>
<row role="value">
<cell role="name" xml:lang="en">locative</cell>
<cell role="code" xml:lang="en">I</cell>
</row>
</table>
</cell>
</row>

The same fragment for Ukrainian according to our proposals:

<row role="attribute">
<cell xml:lang="en" role="position">6</cell>
<cell role="name" xml:lang="en">CaseForm</cell>
<cell xml:lang="en" role="values">
<table>
<row role="value">
<cell role="name" xml:lang="en">first</cell>
<cell role="code" xml:lang="en">1</cell>
</row>
<row role="value">
<cell role="name" xml:lang="en">second</cell>
<cell role="code" xml:lang="en">2</cell>
</row>
<row role="value">
<cell role="name" xml:lang="en">third</cell>
<cell role="code" xml:lang="en">3</cell>
</row>
</table>
</cell>
</row>

®We would like to express our gratitude to TomaZ Erjavec for his advice and especially for directing us to the
archives of the mailing list for MTE—Russian, which proved a valuable resource for our work on the XML
specifications.
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12 Conclusions and recommendations

We realise that the suggested modifications entail a need of modifying, or even retagging, corresponding
text files in various MTE languages. This should be undertaken only after general agreement on the tagset
is achieved among its developers. We do hope that the proposed changes will evoke a wide discussion,
and that a common ground will eventually be found.

In its current state the MTE tagset includes information from different levels of language description:
purely morphological, derivational, syntactic and semantic. Syntactic and semantic analysis and tagging
are further necessary steps in language description, and principles of tagging for them should be
developed. The layer of derivation is significant for (semi)automatic lexicon development. This is why the
currently encoded information about levels other than the morphological one (such as valency for
prepositions or classification of pronoun types) should also be redistributed in the future.
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Establishing Links between Natural Languages and the Universal
Dictionary of Concepts

Viacheslav Dikonov

Institute for Information Transmission Problems, Russian Academy of Sciences, Moscow

Abstract. This article explains how to create dictionaries, which would link the vocabularies of any
chosen natural languages with the Universal Dictionary of Concepts [3] and the pivot language UNL.
All languages linked with the Universal Dictionary of Concepts become automatically linked with
each other at the semantic level of word senses. The article describes the minimal requirements for the
contents of such dictionary, explains the principle of data exchange and suggests a possible procedure
of producing the dictionaries by merging already existing common lexicographic resources.

1 Introduction

The Universal Dictionary of Concepts (UDC) [3] is the definitive repository of concepts forming the
lexicon of the Universal Networking Language (UNL) [4]. The UNL language enables computers to
record the meaning of a natural language text, store and exchange semantic information in a standardized
form. UNL has many potential applications. For example, it can serve as a pivot language for automatic
translation or facilitate unambiguous search in multilingual environments.

There are several linguistic processors developed in different countries, which support the UNL
language'. Systems which translate text into UNL (enconversion) are called UNL converters. UNL
Deconverters are systems that perform the reverse operation (deconversion) and turn UNL documents
into texts in some natural language. The list of languages already having a UNL deconverter includes
English, Russian, French, Spanish, Arabic, Japanese and more. UNL represents the meaning of a text as a
graph joined by semantic relations. The graphs can be visualized and their visual form is intuitively
understandable.

The basic elements of UNL and UDC are concepts. Concepts are understood as abstract semantic units
more or less equivalent to word senses commonly distinguished by explanatory dictionaries. However,
concepts are not bound to concrete words or idiomatic phrases of any particular language. All concepts
have their origin in natural languages and should be supported by some linguistic source or a practical
need.

Each concept is unambiguously represented by a Universal Word (UW) [2,3,4]. Every UW stands for
one and only one concept. Any new concepts receive their own unique UWs. It is possible for technical
reasons to have several UWs for one concept (strict synonyms) but such situation is undesirable and
should be avoided if possible.

UDC consists of three parts: the repository of concepts, a semantic network establishing relations
between concepts, and a number of local dictionaries establishing links between concepts and words or
expressions of natural languages. Every language should have its own local dictionary. UDC will be a free
public resource constantly developed by the UNL community and any other interested parties.

' The projects of making a UNL enconverter and deconverter for the Russian and English languages have received
funding from the Russian Foundation for Basic Research (RFBR) under grant agreements 08-06-00367 and 08-06-
00344.
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2 Local dictionaries

2.1 What is a local dictionary?

Local dictionaries as a whole are one of the key elements of the UNL infrastructure enabling the
intermediary language to perform its function of capturing and recording the semantics of any natural
language text. Each local dictionary provides a lexical interface between a single natural language and
UDC. Any lexicographic resource that describes the polysemy of words of any natural language by linking
them with UWs of UDC will qualify as a local dictionary in terms of UDC. Local dictionaries can be used
by UNL converters and deconverters to perform automatic or semi-automatic conversion between a
natural language text and its semantic representation in UNL.

The exact content of a local dictionary is determined by peculiar properties of the natural language it
describes. It is hardly possible to set a rigid standard in this area, but certain common guidelines and
principles are essential for interoperability.

A local dictionary can be used for:

1. making the graphical form of the UNL semantic graphs more intuitive for a casual reader or
author, who wants to verify the semantic representation of his work

2. semantic markup of corpora, disambiguation of keywords for performing search in UNL or
multilingual environment, other cases when lexical disambiguation is necessary

3. finding relations between words of different languages to produce translation dictionaries auto-
matically

4. UNL conversion and deconversion, automatic translation.

Each of the four uses sets different and progressively greater quality and content requirements for a
local dictionary. Every new dictionary can be developed gradually through a process of iterative
refinement that would make it increasingly bigger, better and more useful. The entry level can be low
enough to allow practical use of a bare minimal local dictionary which is just a list of word lemma and
UW pairs.

2.2 Levels of quality

The first of the four uses listed earlier is the least demanding. There are specialized software tools to
visualize and edit UNL graphs in order to post-correct any errors of an automatic converter. The UWs of
UNL are rather long and less familiar to a novice user, so some editors provide an option to display
translations instead of the UWSs. It helps to see words of a different human language inside the nodes of
the graph to quickly assess the quality of lexical disambiguation and spot important errors. Even an
incomplete or autogenerated preliminary version of a local dictionary might serve this purpose as soon as
it is free from obvious errors. Figure 1 shows an example of a very simple but already useful local
dictionary.

Word Universal Word

CKa3aTh say(icl>communicate>do,equ>tell,agt>person,obj>uw,rec>volitional_thing)
CKa3aThb tell(icl>narrate>do,cob>uw,agt>person,obj>uw,rec>person)

cKa3aThb say(icl>order>do,agt>volitional_thing,obj>uw,rec>volitional_thing)
CKa3aTh say(icl>imagine>do,agt>person,obj>uw)

YeJI0BEK person(icl>abstract_thing,equ>personality)

YeJIOBEK one(icl>unit>thing)

YeJI0BEeK mankind(icl>homo>thing,equ>world)

YEI0BEK human(icl>hominid>thing,equ>homo)

Fig. 1: A fragment of a minimalistic Russian local dictionary
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The second goal, i.e semantic markup of corpora, is much more demanding from the point of view of
dictionary's coverage, correctness and precision. At the same time, the dictionary can still be a simple list
of word-UW pairs, supplemented with definitions and examples. The existence of several local dictio-
naries in UDC makes it possible to retrieve definitions of the concepts in different languages, as shown in
Figure 2. The English local dictionary already contains definitions and examples for all concepts in the
current version of UDC and POS classes of the linked words are easily deductible from the UWs?,

Word Universal Word

YeJI0BEK man(icl>person,equ>human,ant>animal)
YEJIOBEYECKOE CYILECTBO // OTPSIA B MATHAECAT YEIOBEK
a human being // a hundred men died
4eJI0BEK person(icl>abstract_thing,equ>personality)
COBOKYITHOCTH UepT XapakTepa // IPUsITHBIN YeTTOBEK
the personality of a human being // a nice person
YEeJI0BEK one(icl>unit>thing)
BCSIKMH, JTI0O0H 4eTI0BeK // 4eJI0BEK HUKOT/1a He JOJDKEH ce0sl pOHSTh
any person as representing people in general // one should never be complacent
4eJI0BEK mankind(icl>homo>thing,equ>world)
YyeroBeuecKas UMBIIN3ALKS // 4eIOBEK IIarHyI B KOCMOC
all of the living human inhabitants of the earth // one giant leap for mankind
4eJI0BEK human(icl>hominid>thing,equ>homo)
Ouosoruueckuit BU // 4eI0BEK yMEIbIit
the genus homo // the evolution of humans
4eJI0BEK man(icl>subordinate>person,equ>agent,pos>person)
3aBUCUMOe Juo // yenosek [1yTuna
a male subordinate or agent // our man in Habana

Fig. 2: A fragment of the Russian local dictionary with definitions and
examples from two local dictionaries

The third possible goal of matching words of multiple natural languages for automated construction of
translation dictionaries represents a whole new level of requirements. A very detailed and precise
description of polysemy is needed to establish correct translation pairs. Some additional information, such
as pragmatic usage tags, e.g. poet, archaic, informal, good definitions and examples in all matched
languages, becomes mandatory. Other types of information typically provided by translation dictionaries
include morphological and grammatical features, phonetic transcription, sample sentence structures, etc.
Figure 3 shows local dictionary entries containing enough data to fill a typical translation dictionary entry
and how they combine.

To achieve good results, the coverage and degree of precision should be comparable for all languages
involved and sufficient to establish correct translation pairs.

Finally, the fourth and most important use of a local dictionary is automatic translation (MT) through
UNL conversion and deconversion. Different linguistic processors set different standards for their
dictionaries. Usually such applications favor generalization of word senses to lessen the complexity of
dictionaries and disambiguation procedures employed at the stage of syntactic analysis. On the other hand,
automatic translation requires full morphological and grammatical information as well as knowledge about
combinatorial potential of the word.

2 All UWs have specific descriptors corresponding to parts of speech provided by the icl relation: do, be, occur —
verbs, *thing, person, animal etc. — nouns, adj — adjectives, how — adverbs, how in combination with an obj
constraint — prepositions.
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Yenosek, noun, masc, pl - modu Man, [maen], noun, pl — men, count
cnyea (archaic) a male personal attendant to his employer (archaic)
«0r1s1 Yeroeeka ecmb MepeoHssy «Jeeves was Bertie Wooster's man»

Valet, ['veelit], noun, count
a male personal attendant to his employer

man(icl>servant>person,
equ>valet,pos>person)

valet(icl>manservant>person)

(o)

Yenosek, noun, masc, pl - nodu

5. man (archaic), valet — a male personal attendant to his employer
«Jeeves was Bertie Wooster's man»

Fig. 3: Russian and English local dictionary entries linked through UDC provide
data for construction of a translation dictionary

2.3 Data Exchange

Since local dictionaries are optional parts of UDC and most of them are going to be maintained separately
by independent teams, there will be no technical requirements for the storage format or a prescribed set of
tools. Instead, there will be a requirement to maintain compatibility of data with UDC and ensure regular
reciprocal data exchange. It means that all local dictionaries must synchronize with each new release of
UDC to accommodate to any changes in the UW set. At the same time, any changes in a local dictionary
that result in adding new concepts or changes of relations between concepts must be submitted to UDC.

Each local dictionary must be machine readable. UDC is going to be stored in an SQL database table,
so the local dictionaries should be ready to export and import data in Unicode in a compatible table form
either as CSV or XML. The exact technical description of the exchange format does not exist yet. It is
going to be designed together with the Internet infrastructure for the UNL dictionary following the
availability of the first public release.

All local dictionaries must export at least one data field containing lemmas of the words or expressions
associated with UWs of UDC. This field and any additional fields with extra kinds of data are called
public. All public data fields involved into the data exchange process need to be marked in a standard and
consistent way across all local dictionaries, but their contents may be language specific. A dictionary may
contain certain data not relevant to the UNL and UDC project or excluded from the data exchange. Such
fields are called private.

We consider it a good practice to keep a copy of every local dictionary that would include all public
data fields in the central public database as a safety and informational measure. It will make editing of
UNL graphs more convenient by enabling on-the-fly switch from UWs to words of any desired language
and help to rebuild any local dictionary in the event of data loss or if the original team ceases to exist.
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3 Making of a local dictionary

3.1 General steps

The process of making a local dictionary includes several steps. Some of them can be automated or
significantly simplified by re-using existing lexicographic resources and merging their data. The steps are:

1. Identification of word senses (concepts) of a target natural language and definition assignment.
2. Matching of the word senses of the natural language with existing UWs.
3. Creating new UWs for concepts that could not be matched exactly.

4. Linking the new UWs into the semantic network of UDC. It can be done in parallel with stage 3.

This work is quite similar to creation of a Wordnet for the target language. Languages that already
have a Wordnet with a good ILI linking it with recent versions of the Princeton Wordnet will have a
substantial advantage. Most of the UWs in the current version of UDC are prepared on the basis of Prince-
ton Wordnet [1] v2.1 and can be traced back to the corresponding synsets. UDC will maintain its links
with Wordnet to simplify data migration in both directions. Any new and edited UWs, which have their
counterparts in Wordnet, should be included in the UDC-Wordnet list of correspondences. Each concept
added to UDC will be tagged with its source language. All concepts will also carry a tag with the list of
languages that have an exactly matching word sense. The semantic network of UDC will include all links
and hierarchy provided by Wordnet and extend it with any missing relations. The combination of these
measures will make it possible to extract a Wordnet-type resource for any linked language from UDC.

3.2 Matching word senses and UWs

The list of word senses and their definitions for a chosen language is usually available in the form of
an explanatory dictionary® while the list of UWs will be provided by UDC. Each UW already has a
supposedly self-explanatory name, a definition in English and sometimes an English example. At the
current stage of development there are about 200 000 UWs covering the lexicon of the English language
and all of them use English words as headwords. It is possible to use a translation dictionary to find
English translations of a word. UWs with headwords matching the English translations of the chosen word
create a list of candidate UWs for each word sense.

The next step is matching the word senses of each word with candidate UWs. (Fig.4).

opunumaHT +—> waiter

paboTHUK
pecTtopaHa

uwl

table
attendant

a tray for
carrying food

Fig. 4: The word sense matching problem

* If no explanatory dictionary is available, as it might happen with some less studied minority languages, there are
other ways to identify word senses, e.g. by using text corpora or translation dictionaries.
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The choice based on definitions is simple enough for a small number of words but doing it for all UWs
is a lot of work. Therefore, it is convenient to have yet another source of information that would help to
find certain pairs of word senses automatically. Existing national Wordnets, such as those built for
Bulgarian and Czech by the Balkanet project have less coverage than UDC and the Princeton Wordnet, but
they provide valuable data for the most frequently used and most polysemous words.

There is a difference between Wordnets and UDC, which becomes evident at this stage. UDC does not
treat synsets as monolithic atoms of meaning. Each entry of the dictionary is a single UW. UWs and are
still joined by the synonymy relation equ into synsets, but UDC permits independent modification of
synonyms, recognizing the possibility of subtle differences between them. The synonymy relation is
understood as a relation between close but not exactly similar units. Therefore, each synset imported from
a Wordnet resource and matched with a set of UWs will produce a set of word-UW pairs (see Fig. 5).
Such pairs have high probability of being correct but they must be put to scrutiny as well.

member 1, « UW1
L1: synset L2: synset member 1 <> UW2
member 1 + member 1 , <> UW1 = member 2, < UW1
member 2 member 2« UW2 member 2 , < UW2

L1 L2
member 3L1 member 3 < UW1
member 3« UW2

Fig. 5: The result of importing two synsets linked by an ILI

When the process of matching of the word senses with existing UWs is completed, there will be a
certain number of word senses left without a matching UW. It is normal, because each language has its
own unique conceptual lexicon and it is never fully identical with lexicons of other languages for cultural
and historical reasons. The word senses in this list should be added to UDC as new concepts.

3.3 Adding new concepts

Any concept existing in the form of a distinct word sense in any of the linked languages and not found in
UDC may and should be added there. A new concept must receive a unique name — a new UW. Local
dictionaries cannot reference any UWs not submitted to UDC. Failure to do so may cause incompati-
bilities between different local dictionaries. There is a standard for UW construction adopted by active
UNL centres in Grenoble in 2007*. All new UWSs submitted to UDC must follow this standard. Malformed
UW will be rejected. The designers of the standard can arrange short training courses for those who need
to create a large number of UWs.

Every UW consists of a headword and a set of constraints, which describe how the concept represented
by the UW is different from the concepts represented by other UWs with the same headword. A constraint
consists of a UNL relation and another UW, usually reduced to its headword. The general UW format is:

headword(relation>uw>uw,relation>uw,...)

The headword is usually an English word or phrase. New UWs for concepts related with some
previously known concept must be derived from an existing UW by adding or changing constraints. The
new constraints must reflect the difference between the new concept and the old one. For example, the
first of the following three UWs stands for a general concept of entering into a marriage. The other two
are its hyponyms describing two aspects of the action differentiated by some languages, including
Russian.

* The full description of the standard and detailed guidelines for constructing new UWs are described in a special
manual [2]. The manual is still being updated in parallel with the refinement on the initial set of UWs. This work
should be completed in summer 2009.
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marry(icl>do,agt>person,obj>person) ”3axarouame 6pax”
marry(icl>do,agt>man,obj>woman) “owceHumecs”
marry(icl>do,agt>woman,obj>man) “gbixodume 3amyac”

If the new concept is culture-specific and has no hypernym in English, we can use the native word
transliterated into Latin and supplement it with constraints that would link it with the nearest commonly
known class of objects.

tarator(icl>soup(icl>food)>matter)
lapot(icl>footwear>..,equ>bast_sandal,com>russian_peasantry)

UW constraints convey only a minimal amount of information required for identification of concepts.
There are three types of constraints: ontological, semantic and argument.

Ontological constraints reflect the most important links between concepts: hypernymy (icl), meronymy
(pof), instantiation (iof).
tongue(icl>concrete_thing,pof>body) , madrid(iof>city)

Semantic constraints are used to show the difference between several concepts associated with one
headword: synonymy (equ), antonymy (ant), association (com).

ably(icl>how,equ>competently,ant>incompetently,com>able)

Argument constraints reflect the semantic frame of the concept: agent (agt), object (obj), second object
(cob), source (src) ...
buy(icl>get>do,agt>person,obj>thing,cob>thing,src>thing)

More detailed information about the relations between UWs is going to be stored in the semantic
network of the Universal Dictionary of Concepts.

3.4 Linking of concepts into the semantic network

All new concepts should be linked into the semantic network of UDC to maintain integrity of the common
dictionary. Linking a concept requires answering several questions, which are usually addressed at the
time of construction of a new UW:

What is an immediate hypernym or hypernyms of the new concept?
What are the immediate hyponyms of the concept?

1
2
3. Are there any exact synonyms?
4. Are there any antonyms?

5

What is the semantic argument frame of the concept?

It is possible to create a special software tool to add new concepts to UDC that would provide a wizard
interface and reference information to guide the user through the process of creating a new UW and linking it.

3.5 Why linking of new concepts is important

Linking of new concepts extends the semantic network component [3] of UDC. One of its functions is to
ensure the ability of UDC and UNL to serve as a pivot for multilingual translation. UDC must always
provide a way to find some translation for any word of any supported natural language into any other
supported language.

However, objective differences between languages and different approaches towards the degree of
granularity and precision of definitions taken by lexicographers will cause situations when different
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languages will link to closely related yet different UWs. While Princeton Wordnet sets a common standard
it is not always consistent in this aspect. It may happen that some local dictionaries, especially the ones
based on richer source data, will go into greater semantic detail while others will link to more general
concepts. As a result, some translation equivalents will never be matched (See Figure 6).

Local dictionary 1 Local dictionary 2

uw2:
“two people united
by marriage”

uwi
“a man and a woman
united by marriage”

Fig.6: Two words linked to different concepts cannot be matched

A translation for any concept can be found by tracing the ontological (inclusion, instance of, part of)
and semantic (synonym of) relations of the semantic network. The rules of finding a translation for a
concept that lacks a direct translation into the desired language can be outlined as follows:

1. If a synonym of the concept has a direct translation (member of the same synset), take it.

2. If the concept has immediate hyponyms with translations, choose one of the hyponyms by
examining the context e.g . to translate pedicle as either ysemorooscka (stem of a flower) or
naodonoocka (stem of a fruit). This is only possible for MT systems.

3. Follow the hypernymy chains until the nearest hypernym with translation is found. If there are
several possible paths in the web-like structure, take the shortest one leading to the top parent
class specified by the icl restriction of the UW.

The general effect of the third rule applied to an incomplete dictionary resembles the casual speech or
speech of an uneducated person, e.g. give me that thing (because I do not know its proper name).

4 Summary

This article extends the description of the features and structure of the Universal Dictionary of Concepts
in [3]. It shows how to make a local dictionary on the basis of existing lexicographic resources. The
advocated incremental manner of development and refinement of a local dictionary allows to obtain some
practical result from early steps and find new applications when the quality, content and size become
sufficient. The proposed data exchange scheme provides maximum flexibility to the dictionary developers
by allowing them to link any suitable resources to UDC regardless of the tools and data formats to used
maintain them.

The resulting common multilingual dictionary infrastructure can be used for various linguistic
purposes not necessarily related with the development of the UNL project itself. The scheme described in
this article is designed to avoid resource fragmentation that became a serious problem in the realm of
Wordnets, where multiple projects develop without mutual coordination. Absence of a common data
repository for Wordnet-like resources causes huge amounts of useless parallel work. A lot of valuable
lexical resources became obscure or simply disappeared after being completed for lack of support and
technical maintenance. The Universal Dictionary of Concepts offers a chance to change this situation and
accumulate lexicographic data in such way that they will always be readily available to researchers.
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Abstract. In this paper we describe briefly the experimental ongoing version of the Bulgarian—Polish
online dictionary. We focus our attention to the lexical database of the dictionary. The starting point
for the formal model of lexical database of the dictionary is the CONCEDE model for dictionary
encoding. Thus the first Bulgarian-Polish online dictionary will be compatible with other TEI-
conformant resources. Some examples from lexical database are presented.

1 Introduction

The base of the first Bulgarian-Polish experimental online dictionary is the ongoing version of the
Bulgarian-Polish electronic dictionary [1], [2]. The procedure for selecting the headwords is very simple:
we take the headwords from the electronic dictionary. The Bulgarian-Polish electronic dictionary is
currently developed in WORD-format in the framework of the joint research project “Semantics and
Contrastive linguistics with a focus on a bilingual electronic dictionary” between IMI-BAS and ISS-PAS
under the supervision of L. Dimitrova and V. Koseska. The current version consists of approximately 20
thousand dictionary entries.

2 Formal model for the Bulgarian-Polish online dictionary encoding

The starting point for the formal model of lexical database (LDB) of the dictionary is the CONCEDE
model for dictionary encoding that respect the guidelines of the Text Encoding Initiative Dictionary
Working Group (TEI-DWG) [6]. The LDB of the project CONCEDE [4] has standardised and well-
understood structure and semantics, and so the first Bulgarian-Polish online dictionary will be compatible
with other TEI-conformant resources. With the support of the European Commission the CONCEDE
(Consortium for Central European Dictionary Encoding) prepared lexical databases for the six Central
and East European languages: Bulgarian, Czech, Estonian, Hungarian, Romanian, Slovene [5]. The first
LDB for Bulgarian, more than 2700 lexical entries from the Bulgarian Explanatory Dictionary, based on
encoding standards established by the TEI was developed in CONCEDE project [3].

3 Lexical Database

We start to develop the structured LDB taking the recent version of the ongoing Bulgarian-Polish
electronic dictionary. This LDB is an entry point to the relational database (RDB) of the Bulgarian-Polish
online dictionary. Whenever possible the LDB will generate a new structure of entries for the Polish-
Bulgarian online dictionary.

The structural tags, used in the LDB of the Bulgarian-Polish online dictionary, are three: entry, struc, alt.
alt: alternation, though generally for use in quite different contexts

entry: dictionary entry

struc: indicates separate independent part in the dictionary entry.

*The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX
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The set of content tags includes the elements:

case: contains grammatical case information given by a dictionary for a given form

conjugation: a new tag is added to represent the conjugation of verbs; its structure allows the sub tag type for the
possible types of conjugations of Bulgarian verbs

def: directly contains the text of the definition

domain: domain

eg: a structure, contains an example, as given in a dictionary, and allows the tags source and q

etym: a structure, contains etymological information and allows the tags lang and m, as given in a dictionary

gen: identifies the morphological gender of a lexical item, as given in the dictionary

geo: geographic area

gram: contains grammatical information relating to a word other than gender, number, case, person, tense, mood,
itype, as these all have their own element, for example, perfect aspect and progressive aspect

hw: the headword; used for alphabetization and indexing, access

itype: indicates the inflectional class associated with a lexical item, as given in a dictionary

lang: language; for use in etymologies (in etym)

m: indicates a grammatical morpheme in the context of etymology

mood: contains information about the grammatical mood of verbs, as given in a dictionary

number: indicates grammatical number associated with a form, as given in a dictionary

orth: gives the orthographic form of a dictionary headword

person: indicates grammatical person associated with a form, as given in a dictionary

pos: indicates the part of speech assigned to a dictionary headword (noun, verb, adjective, etc.)

(: contains a quotation or apparent quotation

register: register, for type attribute on usg tag

source: bibliographic source for a quotation

subc: contains sub-categorization information (transitive/intransitive, countable/non-count, etc.)

time: temporal, historical era, for example, “archaic”, “old”, etc.

type: a new subtag in the frame of conjugation tag indicates explicitly one of the three types of conjugation of the
Bulgarian verbs

tns: indicates the grammatical tense associated with a given inflected form in a dictionary trans: contains translation
text and related information, so may contain any of the content tags; the principle is that everything under trans
relates to the target language

usg: contains usage information in a dictionary entry, other than time, domain, register (as these all have their own
element), like “dialect”, “folk™, “colloquialism”, etc.

xr: uses to indicate a cross reference with the pointer.

4 Dictionary entry samples

The following samples represent the dictionary entry in XML format and suggest a structure of this
dictionary entry in the database of the dictionary to be presented on the Internet. Let us introduce some
notation used in the lexical database. We used “’”’ to mark the accent of the words. The symbol “I” is used
to separate the variable part of the word from the main part. The transitive and intransitive verbs should be
represented with the corresponding term in the tag subc. We introduce “NILL” value in order to represent
empty corresponding values.

1) Headword “npurecnenne” /embarrassment/
npurecHe HHle, -51 1 ucisk m, udreczenie n, uciemigzenie n, przygnebienie n; ktopoty materialne
<entry>
<hw>npurecHe’nule</hw>
<alt>
<orth>-si</orth>
<num>pl</num>
</alt>
<gen>n</gen>
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<struc type="Sense” n="1">

<trans>ucisk</trans>
<gen>m</gen>
<alt>
<trans>udreczenie</trans>
<gen>n</gen>
</alt>
<alt>
<trans>uciemiezenie</trans>
<gen>n</gen>
</alt>
<alt>
<trans>przygnebienie</trans>
<gen>n</gen>
</alt>
</struc>
<eg>
<q>NILL</q>
<transl>klopoty materialne</transl>
</leg>

</entry>

2) Headword “nogmaBam ce” /succumb, give way/
noajaa’ealm ce, -m vi. poddawacd sig, ulegaé, ustgpowac; ToBa He ce ~ Ha omHcaHHe tego nie da si¢ opisaé; ~ MH ce
Hemo pot. coS idzie mi fatwo
<entry>
<hw>nogna’salm ce</hw>
<pos>v</pos>
<gram>i</gram>
<subc>transitive</subc>
<conjugation>
<orth>-m</orth>
<type>I</type>
</conjugation>
<struc type="Sense” n="1">
<trans>poddawac sie</trans>

<alt>
<trans>ulegaé</trans>
</alt>
<alt>
<trans>ustepowacé</trans>
</alt>
</struc>
<eg>

<>~ TOBA He Ce ~ HA ONHCaHHe</q>
<transl>tego nie da si¢ opisac</transl>
</eg>
<eg>
<>~ MH ce Hemo</q>
<usg type="register”>pot</usg>
<transl>co$ idzie mi latwo</transl>
<leg>
</entry>
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3) Headword “npurexarenen” /possessive/

npuTtexa’relleH, -Ha, -HO adi. gram. dzierzawczy; ~HH MecTouMe HHsI zaimki dzierzawcze
<entry>
<hw>npurexa’renlen</hw>
<alt>
<orth>-na</orth>
<gen>f</gen>
</alt>
<alt>
<orth>-Ho</orth>
<gen>n</gen>
</alt>
<pos>adi</pos>
<usg type="register”>gram</usg>
<struc type="Sense” n="1">
<trans>dzierzawczy</trans>
</struc>
<eg>
<q>~HH MeCcTOHMe HHsI</q>
<transl>zaimki dzierzawcze</transl>
<leg>
</entry>

4) Headword I “nox” /under/, I1 “nox” / floor/

I mon praep. pod; ponizej; MHHBOPHTE PadOTAT ~ 3emMsATa gOrnicy pracuja pod ziemia; ycMHXBaMm ce ~
mycTak uSmiecham si¢ pod wasem; Ibpka Hemo ~ K04 trzymam co$ pod kluczem; mer rpagyca ~
HyJaTa pi¢é stopni ponizej zera; mMapUTe ca BJIOKeHH B DaHKaTa ~ JIHXBa pieniadze sa ztlozone w banku
na procent

II nom, -o’Be m podloga f

<entry n="1">

<hw>noa</hw>

<pos>praep</pos>

<struc type="Sense” n="1">
<trans>pod</trans>

</struc>

<struc type="Sense” n="2">
<trans>ponizej</trans>
</struc>
<eg>
<(Q>MHHbOPHTE PadOTAT ~ 3eMATa</q>
<transl>gérnicy pracuja pod ziemia</transl>
<leg>
<eg>
<(>YCMHXBaM Ce ~ MyCTaK</q>
<transl>u$miecham si¢ pod wasem</transl>
</eg>
<eg>
<@>bprKa HEIo ~ KII04</q>
<transl>trzymam co$ pod kluczem</transl>
</leg>
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<eg>
<g>mer rpagyca ~ Hyjaara </q>
<transl>pie¢ stopni ponizej zera</transl>
</eg>
<eg>
<{>mapHre ca BJIOKeHH B 0aHKaTa ~ JIHXBa</q>
<transl>pieniadze sa ztozone w banku na procent</transl>
</eg>
</entry>

<entry n="2">
<hw>non</hw>
<alt>
<orth>-0’Be</orth>
<num>pl</num>
</alt>
<gen>m</gen>
<struc type="Sense” n="1">
<trans>podloga</trans>
<gen>f</gen>
</struc>
</entry>

5) Headword “nonmam ce” /succumb, give way/

noaula’™ ce, -a’geur vp. v. nojajga’Bam ce
<entry>
<hw>nogmla’m ce</hw>
<pos>v</pos>
<gram>p</gram>
<subc>transitive</subc>
<conjugation>
<orth>-a’ nem</orth>
<type>I</type>
</conjugation>
<Xr>mojjaa’Bam ce</xr>
</entry>

5 Relational Database

The model of a relational database is experimentally based on a limited number of studied lexical entries.
In the design of the relational database we have provided also the opportunity for translation from Polish
to Bulgarian language. That translation will be made only from the main meanings of the Bulgarian
headwords. No derivations, phrases or examples will be used for translating from Polish to Bulgarian
language.

The relational database is presented on Figure 1.
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Figure 1: Relational database upon the lexical database of the Bulgarian-Polish-Bulgarian Dictionary
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Detailed information on the base units follows.

Table: bg_word

Description: Bulgarian headwords

Field Type Null ||Default Comments

id int(11) No Id

homonym_index int(1) Yes ||NULL Index of the homonym (if null, no homonym exists)
bg_word varchar(100) ||No Bulgarian headword

suffix varchar(20) Yes ||NULL Suffix

plural varchar(20) Yes |(|NULL Plural form for a noun

is_plural_rare int(1) Yes ||NULL gﬁﬁufr:ﬁin(izll’l Soa%zgiltfip_l:zle)form for a noun
conjugation varchar(20) Yes ||NULL Conjugation form for a verb (2 p., present)
conjugation_type int(1) Yes ||NULL Type of conjugation for a verb (1, 2 or 3)
has_gender int(1) Yes ||NULL Whether a noun has feminine and neuter gender
gender_feminine varchar(20) Yes ||NULL Feminine gender form for an adjective
gender_neuter varchar(20) Yes ||NULL Neuter gender form for an adjective
id_explanation int(11) Yes ||NULL Foreign key to “explanation”

id_bg_word int(11) Yes ||NULL Id of the referent Bulgarian word
referent_bg_word varchar(255) ||Yes |{NULL Referent Bulgarian word
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Table: bg_word_example

Description: Derivations, phrases or examples of the Bulgarian headwords and their translation in polish

Ludmila Dimitrova, Rumyana Panova, Ralitsa Dutsova

Field Type Null ||Default Comments
id int(11) No Id
id_bg_word int(11) No Foreign key to “bg_word”
before_word varchar(100) ||Yes NULL Text before the headword
after_word varchar(100) ||Yes NULL Text after the headword
type int(l) No Eigzl p(;i : the usage (1 - Derivation; 2 - Phrase; 3 -
pl_translation varchar(255) ||Yes NULL Polish translation
id_explanation ||int(11) Yes NULL Foreign key to “explanation”
Table: pl_word
Description: Polish headwords
Field Type Null Default Comments
id int(11) No Id
id_bg_word int(11) No Foreign key to “bg_word”
pl_word varchar(100) Yes NULL Polish headword
sense_index int(2) No Index of the sense
alternative_sense_index int(2) No Index of the alternative sense
latin_translation varchar(255) Yes NULL Latin translation of the word
id_explanation int(11) Yes NULL Foreign key to “explanation”
Table: pl_word_example
Description: Examples of the polish headwords
Field Type Null Default Comments
id int(11) No Id
id_pl_word int(11) No Foreign key to “pl_word”
example varchar(255) No Example in Polish
id_explanation int(11) Yes NULL Foreign key to “explanation”

Further improvements will be made when we examine more lexical entries.
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6 Web-based Application

The web-based application consists of administrator and end-user modules. The administrator module
is used to fill in the database and to offer user- friendly interface to the administrators. The idea is that
both end-user and administrative parts of the web-based application be bilingual. The following web-
based application is experimental, and the structure of the text fields is not permanently determined yet.
Changes are possible during the implementation process.

The technologies used for the implementation of the web-based application are Apache, MySQL, PHP
and JavaScript. We use free technologies originally designed for developing dynamic web pages with a lot
of functionalities. With the help of HTML and CSS we created the designs of both administrative and end
user modules. The administrator module is intended for the person updating the dictionary. It offers a
user-friendly interface for adding, editing, deleting and searching words. The access to the administrative
module will be possible only for authorized users. There are possibilities to create more than one user with
different passwords and usernames. After the user’s password and username have been verified, the user is
redirected to the administrative module where there are several sections - section for entering a new
word, sections for searching Bulgarian or Polish words, section where the user can enter new
abbreviations, section for setting translations of the user alerts and messages so the user can change the
both Polish and Bulgarian translations, section where end-users report the missing words. The Help
section serves both the administrative and the end users.

Section for entering a new word: from the beginning the user must choose from a combo box what
he wants to enter - noun, verb, adjective or any other part of speech (pronoun, conjunction, adverb). Than
with the help of AJAX only the corresponding text fields are loaded.

npodwn | wos notpebiren | waxoa ! pl

1
e |
Cbh3/laBaHe Ha DRUHMKOBA CTaTHA CNACHK- BbArapCkA AyMA CAWMChK- NOACKA A¥MK ChRpaLLEHWA NpeEogM AUNCBAULM AYMKM § nomMoul |

Cb3AaBaHE HA PEYHWMKOBA CTAaTHA

3fepeTe 4acT Ha pevTa:

ChWECTEUTEAHD WHe W

ARMNEraTenHD MHe
rnaron
npeanor

Figure 2: Administrative panel - choosing the type of the word which will be added

When the user wants to add a new noun the fields which are necessary for describing nouns are
displayed - field for the headword, combo box for choosing the gender of the noun, etc... With the help of
AJAX the user has the opportunity to add as many as needed qualified abbreviations like (archaic, dialect,
colloquial) or specialized abbreviations like (botanical, chemistry, anatomy, astronomy).
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Ch3paBaHe Ha PEYHMKOBA CTATHA

M3fiepeTe yact Ha peuta: CLWECTEUTEAHD UME ¥

BopHa 33 MMEHHTENEH Nagex l:l d0pMa 3@ MHOXKECTBEHD l:l
uncno

Poaf MHOMECTBEHO YKCIID m L@ N3menaeMo/cubupateneno — L‘f‘;
Chly eCTBATENHD

CReYUanA3MpaHn THaueHHE — ~ _
KeanudvyMpawo sHaueHue — \g _

Pedepenuua koM gpyra Ayma

Figure 3: Administrative panel - adding a noun

When the user adds a new verb the displayed fields are headword, checkboxes for choosing perfect
aspect (vp) or imperfect aspect (vi) of the verb, etc. To display the conjugation of the verb (except
showing the conjugation of the verb in 3™ person, singular) we add an extra field where the user can
specify the conjugation type. In the help of the administrative module there is an explanation how to
determine the conjugation type of any verb.

TR s PSS CTATAR

WiafiepeTe vacy wa peura; raares a
sacnamma s e
EEA LA HLpRD A COT. i =
" E T | B REpare Craran
Wegeia 18 ETEEE AHLE CapamEnsE Ha (aFsAa =
CEL g E B | :
L el B T E  owp B owi
snarnms
LA PP s THAN R - -
B P P L AN .._.j_

PP — ]

Fmsrwb et ma BRI Toman E [ IR P T KNAC kil #paiifs TIETRHE KD THasd s .
| E - D | /e [ oo
pevv—_— » g mm

Figure 4: Administrative panel - adding a verb
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When adding a new adjective, fields specifying the forms for masculine, feminine and neuter are
displayed.

<
Ch3AaBaHE HA PEYHVMKDBA CTATHA CNYMChK- BbArapcky Ayrd CNUCHhK- NOACKA AYMA ChEpaUlEHWA Npesoaqd Avnceaud ayMd 1 nod

Cb3paBaHe Ha PEYHAKOBa CTATWA

W36 epeTe 4acT Ha peuta: NPUNEFETEAHD UMe ¥

[ OnvicaHve Ha 3arnaeHa gyma

3arnaBHa Ayma TEPCH B CIMCEE C AYMH

DOpMa 3a MBXKA POA ed. DOPMa 33 JKEHCKH pOJ eA.

Dopus ] Do ke ]
<dopMa 3a CPEAEH POA 4.

S o |

Cneyranuivpano 3HaYeH1e

Keanuumpalo sHauenme

PedepeHyra kbM Apyra AyMa THPCKH B CAMCBE C AYMIA

[ 3HaueHwve Ha AyMaTa Ha MoJicku

3HAUeEHWE HA NONCKK TouHo cneynan3dpaHo KnacubryWpawo JIaTHHCKO THAUBHKWE X
3HAYEHME 3HaueHue 3HaueHue
deierzamwczy| ‘ O ‘ - Rl noGaEEL ‘ — ¥

Figure 5: Administrative panel - adding an adjective

There is a common part for each part of speech that ensures the possibility to add unspecified number
of derivations, phrases and examples for each headword. At the end of each page for entering headword
there is a button “Add derivation / phrase / example”. When the user clicks on it a new window is opened
in order to add as many as needed derivations, phrases and examples for this headword:

Pa3sHoBWaHOCTH/ hpazeonori/NprMepr Ha oyMara
[EC
Tun bpaza B buiapan BHaueHHE Ha DoMCKE |*
PrateHHE
PA3HOEMAHOCT v \ Hnnma‘aa H MM CE Hewo \ — co$ idzie mi tatvo
IpHMER 'TCER HE CE ~ Ha OTHCAHHE tego nie da sig opisac

Figure 6: Administrative panel - adding derivations, phrases and examples for the specified headword
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Realization of the homonyms in the web-based application: the meanings of the homonyms are

entered in the dictionary as different DB records. In the page for entering the words there is a field where
the user must specify a homonym index - a number which shows the order of the meanings.
The web-based end-user application is bilingual as well. In this application there are three sections -
section for translating a word, information section and section for reporting a missing word. The user can
choose the input language (Bulgarian or Polish) and according to it a virtual Bulgarian or Polish keyboard
is displayed. In this way the user can choose special Bulgarian or Polish characters if they are not
supported by the different keyboards.

After making a search for a word on the left site of the screen a list of words, starting from the given
entry, are displayed. When clicking on any of these words in the list the translation is visualized in the
right frame. If we translate from Bulgarian to Polish, the whole information saved in the RDB is
displayed. When translating from Polish to Bulgarian, only the Bulgarian headwords are visualized.

Bwnrapo-loncku peyHnk

PEUHKK 3a NpocKTa noaapbL2KKa

BBArapoKU-> NONCKK ¥

non QDU (= 6 e rmessmEkxomroD

PeTydXHYMME B D x
no I nog praep. pod; ponizej; MAHbOpWTE paboTaT ~ 3emaTa garmicy
noaAaBam pracujg pod ziemiy; ycMmuxeam ce ~ myctak usmiecham sig pod wasem;

Abpa Hewo ~ kAW trzymam cos pod kluczem; neT rpagyca ~ Hynata
piec stopni ponizej zera; napuTe ca BnokeHd B BaHkaTa ~ AMKBa
noaben pienigdze 53 ztozone w banku na procent

nogrbBam

nogasHue

II noa, -o'ee m podioga £
noAreHa

nogaaeam
nogaar
nogavpexTop
noaApbxKa
nogabpxan
nogAbpKaHe

Figure 7: Web page for end users - translation of a Bulgarian word
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5enrapo-Tonckn peyYyHuK

pEeUHMIC  3a MpoeKTa | NojfpbKKa

NOnCcKU-> SBArApcKH

aabcédeefghij kIt
mnhobdprsétuwyzsz

pod | noa prasp
podawac

podtrzymywanie

pomoc

Figure 8: Web page for end users - translation of a Polish word

Both web-based applications have “Help” panels. The end users have the opportunity to report words
that are missing in the dictionary into a provided “Contact” form. In this case the administrators will add
the reported missing words into the database after.

7 Conclusion

This paper has presented the lexical database of the ongoing version of the first Bulgarian—Polish online
dictionary. The formal model of the designed lexical database is CONCEDE model, so the dictionary will
be compatible with other TEI-conformant resources.

Due to the limited number of lexical entries taken in consideration, the represented Bulgarian-Polish
online dictionary is still at an experimental stage. Further extension of the LDB and RDB will be made.
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Abstract. In this paper we continue the discussion of the important problems related to the unification
of the classifiers in the electronic dictionary entries, started in [2]. We focus our attention especially to
dictionary entries with Bulgarian verbs as headwords. We analyze some examples from ongoing
experimental version of the Bulgarian—Polish online dictionary.

1 Introduction

The first Bulgarian—Polish electronic dictionary is being developed in the framework of the cooperation
between the Polish and the Bulgarian Academies of Sciences — the joint research project “Semantics and
Contrastive linguistics with a focus on a bilingual electronic dictionary”. The experimental version of the
Bulgarian—Polish electronic dictionary is prepared in WORD-format and consist approximately 20
thousand dictionary entries. The dictionary is used for creation of the lexical database (LDB) that will be
an entry point to the relational database (RDB) of the Bulgarian-Polish online dictionary. The proposed
structure of the LDB allows synchronized and unified representation of the information for Bulgarian and
Polish, which is a step towards the creation of online Polish-Bulgarian dictionary in the future.

2 C(lassifiers of the Dictionary Entry

As we already wrote [2], [3], one of the main problems of the development of digital dictionaries is the
choice of classifiers in the dictionary entries. The development of a system of multilingual dictionaries on
a basis of bilingual ones requires at first a unification of the classifiers in the dictionary entries. The
problem turns to the harmonisation of the classifiers for various languages, and its solution has to present
a unified selection of classifiers and a standard form of their presentation.

The comparison of the Bulgarian and Polish material requires an explanation, which is important for
the part-of-speech classifiers in the dictionary entries of the cited bilingual electronic dictionary. In the
current paper we will mainly analyze the verb entries in both languages.

2.1 Headword in the verb entry

It is a common practice to list as a headword in the dictionary entries the infinitive of the verb. In
Bulgarian the infinitive has disappeared and has been functionally replaced by the “ga-construction”,
which connects the particle “na” to the present tense forms. In this respect Bulgarian is more similar to
other Balkan languages (modern Greek, for example), but differs from Polish where the infinitive is
preserved. This is an important example for the requirement of distinguishing a form from its function and
meaning. The present tense form in this case does not have “present tense”-meaning. In the Bulgarian verb
entries it is accepted to list as headword the 1st person singular form of the present tense.

2.2 The phenomenon ““transitivity-intransitivity”

One of the important classifiers of the verbal form which must be included in the dictionary entry refers to
the transitivity or intransitivity of the verb. In our opinion the tendency of including more classifiers in the

*The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX
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dictionary entry which we consistently follow, makes us confirm the necessity of a classifier reflecting
transitivity or intransitivity of the verb [2]. It is a different question what this classifier should reflect.
According to the tradition in the older Bulgarian and Polish grammars, transitivity and intransitivity used
to be considered as a phenomenon related to the voice of the verb (active or passive).

The authors of “Stownik gramatyczny jezyka polskiego” [12] propose to exclude the voice category
from the explanation of the phenomenon “transitivity-intransitivity”. They suggest transitivity and
intransitivity to be treated as a syntactic phenomenon. They do not introduce the “voice” category in the
description of Polish morphology. Without starting a discussion with them, we must stress that this verbal
phenomenon is related to the well-known linguistic fact about the existence of passive participles such as
the Polish “chwalony”, Bulgarian “xBanen” which are frequently used in Polish in nominal constructions,
for example Dziecko czesto chwalone ma dobre samopoczucie (an example from the cited “Stownik
gramatyczny jezyka polskiego”). In Bulgarian we have a similar phenomenon, for instance: Yecmo
xeanenomo deme uma dobpo camouycmeue. The paraphrases of both sentences look alike:

,,Dziecko czesto chwalone ma dobre samopoczucie” I/ eme, xoemo e uecmo xeéaaero, uma 006po
camouyscmaue’.

In Polish and Bulgarian the verbs which form such passive participles are called transitive. They stand
in contrast to the intransitive verbs which do not form such participles, for example in Bulgarian one can
say “Marixa my cnu’”, but there exists no participial *cnana, in Polish “Matka spi.”, yet a participial like
*spana is missing.

A fact which we must stress here is that the Polish transitive verbs are always followed by the
accusative case of nouns or adjectives. This fact is important for the comparison of the dictionary entries
in Polish and Bulgarian, because Bulgarian lacks a case system, while Polish is a typical synthetic
language. It is interesting to note that there exists a third type of classification related to this phenomenon.
The above-mentioned authors propose a new classifier (quasi-transitivity). This concerns verbs which are
weakly connected to their participle, for instance, usSmiechnqc¢ sie - uSmiechniety (in Bulgarian
yemuxuam). In Polish such participles can be formed also from intransitive verbs. That is why this group is
called “quasi”, for example Dziewczynka usmiechneta sie. USmiechneta dziewczynka. Quasi-transitive
verbs exhibit a tendency of exceptions in the classification of transitive and intransitive verbs. If a criterion
is introduced such as “in Polish a transitive verb is followed by nouns in accusative case without a
preposition”, it will verify and clear exceptions from the classification of transitive and intransitive verbs.
After usmiechneta sie in Polish there follows no accusative case without preposition. One can not say for
example *Dziewczynka usmiechnetla sie kogos, cos..., the right sentence is: Dziewczynka usmiechneta sie
do kogoS, z powodu czegos... For this purpose it suffices to place the transitive verbs into a group
containing only those which are followed by nouns in accusative case without preposition, such as: Anna
chwali Jasia — Jas jest chwalony przez Anne.(Chwali kogo, co?) — Jasia — accusative, animate object,
singular. The transitivity of the Polish verb shows that it is always followed by nouns in the accusative
case without preposition [12]: 109.

2.3 The ““aspect” classifier

The classifier “aspect” of a verb is universally accepted. However we must stress also that the “aspect”
classifier in the dictionary entry for a Slavic language is obligatory. The aspect in Slavic languages is a
well-formed grammatical category whose meaning boils down to the expression of events — by the
perfective aspect — and states — by the imperfective aspect, where we interpret “event” and “state” as
described in the net description of temporality in a natural language at the MONDILEX forum [11], [10].
On aspect and the problems of its classification see [8] (in this volume), for an overview of the different
interpretation of aspect in the linguistic schools and the treatment of this category as word-forming,
morphological, lexico-grammatical, grammatical and semantical.
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We must stress that the connection of the “aspect” category to temporality depends on the
interpretation of “aspect” category. If we assume that “aspect” is a semantic category, the question about
its relation to the semantic category “temporality” is inevitable. According to some linguists, “aspect
cannot be treated separately from tense” [6], according to others the tenses are meanings independent
from the meaning of the “aspect” of the verbal form [1].

In languages such as Polish, Czech, Slovak, Ukrainian and Russian, in which “aspect” is a strongly
developed semantic and grammatical category, there are few tense forms. This is not the case in South
Slavic languages, in which, for example, in Bulgarian, has a high number of tense forms as well as a
strongly developed semantic and grammatical category “aspect”. As we know, the languages which lack
the grammatical category “aspect”, such as Latin, French, Italian or Spanish, has a high number of tense
forms. As mentioned in [8], there are two distinct tendencies in the South Slavic languages — the first
towards reduction of tense forms (Croatian/Serbian), the second one towards reduction or extinction of the
aspect. So it should happen in Bulgarian and Macedonian, but does not! The example about the
development of the category “aspect” in Bulgarian considered here shows that the development of
category “aspect” does not lead to a reduction of the tense forms. Furthermore, as shown by Koseska and
Gargov in the second volume of the Bulgarian-Polish Contrastive Grammar, all aspectual-temporal
combinations of the verbal form in Bulgarian differ in meaning and are not redundant [9].

Based on Bulgarian language material we see how important are the aspectual-temporal relation in the
language. This leads us to the conclusion that the forms and meanings of time, especially with respect to
Bulgarian, are a key problem that must affect the dictionary entry in every bilingual dictionary, which
contains Bulgarian. It must be stressed that the Bulgarian language differs typologically from the other
five Slavic languages in the MONDILEX project. It is an analytic language, and not synthetic (like the rest
of the Slavic languages), has not cases (except some vestiges of vocative), but has many tense forms as
well as well-formed category “aspect”. In this respect Bulgarian resembles a lot more English or Romance
languages (French or Italian) than the other five Slavic languages from the MONDILEX project.

In other words, the “aspect” problem opens the question about the “temporal” classifier in the
dictionary entry: whether to include a “temporal” classifier and how to present it. This question must be
answered in more detail later.

2.4. A few short remarks

(1) Gender and number must be specified for the nouns and adjectives because in the two languages
these classifiers may vary. For example, the Bulgarian noun “crasa” /room/ is feminine, while the Polish
“pokéj” /room/ is masculine.

(2) The problem about adverb classification requires a separate study. In the literature on adverbs there
are no clear-cut criteria about this part-of-speech.

3 Bulgarian-Polish dictionary entries analysis

Here we give an overview of some dictionary entries from the future Bulgarian-Polish online dictionary.
The dictionary entries are divided in two groups, the first containing entries whose headwords belong to
the open parts of speech - verbs (incl. verbal forms, esp. Bulgarian participles), nouns, adjectives, adverbs,
and the second group comprises closed parts of speech (numerals, pronouns, conjunctions, prepositions,
particles and interjections).

We plan to use the CONCEDE model [7] for dictionary encoding that respects the guidelines of the Text
Encoding Initiative Dictionary Working Group (TEI-DWG) (TEI). The CONCEDE project (CONCEDE),
supported by the European Commission under INCO-Copernicus program, developed a formal model for
lexical databases (in the form of an SGML DTD). The lexical databases in accordance with the guidelines of the
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TEI-DWG for the six Central and East European languages: Bulgarian, Czech, Estonian, Hungarian, Romanian,
and Slovene were developed. In CONCEDE, all dictionaries use common tagset [5]. In the framework of the
project the first LDB for Bulgarian, based on encoding standards established by the TEI, was developed [4].

3.1. Lexical database of the Bulgarian-Polish online dictionary

The tagset for LDB of the Bulgarian-Polish online dictionary contains 3 structural tags and a set of content
tags. The full list of tags can be found in the Appendix.

(1) The structural tags are:

alt — a tag indicates alternation, though generally for use in quite different contexts,
entry - a tag, contains the dictionary entry,

struc- a tag indicates separate independent part in the dictionary entry:

<entry>
<alt>...</alt>
<struc type="Sense” n="1">...</struc>
<struc type="Sense” n="2"> ...</struc>
</entry>

(2) The set of content tags includes all other tags, among them:

The hw tag contains the headword and is used for alphabetization and indexing, access. The pos tag
indicates the part of speech assigned to a dictionary headword (noun, verb, adjective, etc.):
<hw>cBobonla’</hw><pos>noun</pos>.
The xr tag uses to indicate a cross reference with the pointer:
<hw>nocrpost’BalM</hw> <xr>moctpols’<xr>.
The orth tag gives the orthographic form of words (part of word): <orth>-u’</orth>.
The gram tag contains grammatical information relating to a word other than gender, number, case,
person, tense, mood, itype, as these all have their own element, for example, perfective aspect and
imperfective (progressive) aspect: <gram>imperfective</gram>.
The subc tag contains sub-categorization information (transitive/intransitive for verbs, countable/non-
count for nouns, etc.): <subc> transitive </subc>.
We suggest new tags, conjugation and type, to represent the conjugation of verbs -
conjugation: to represent the conjugation of verbs; its structure allows the sub tag type for the possible
types of conjugations of Bulgarian verbs;
type: a tag in the frame of conjugation tag indicates explicitly one of the three types of conjugation of the
Bulgarian verbs, for example:

<conjugation>

<orth>-m</orth>
<type>I</type>

</conjugation>
The trans tag contains translation text and related information, everything under trans relates to the
target language: <trans>wolno$é</trans>.
The eg tag forms a structure, contains an example, as given in a dictionary, and allows the tags source
and q; the q tag contains a quotation or apparent quotation, the source - bibliographic source for a
quotation: <eg><q>-s Ha yuH’ JHme</q><trans> chodze do szkoly </trans></eg>.
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3.2. Examples

The examples contain the dictionary entry in WORD format and a comment on its classifiers. For verbs in
particular we suggest a structure of dictionary entry in the LDB of the Bulgarian-Polish online dictionary.

(1) Verbs (zaazoau, czasowniki):

(1.1) Entry in WORD-format:

moctpolsi, -Hmx vp. zbudowac; uszeregowac, uszykowac
Comment:

Verb: build/construct /nocmposi/; aspect: perfect /cespuen eud/, transitive verb /npexoden/, -w'm
conjugation II type /II cnpeoswcenue/
LDB structure:

<entry>

<hw> nocrpols’</hw>
<pos>verb</pos>
<gram> perfect </gram>
<conjugation><orth>-um</orth>
<type>II</type>
</conjugation>

<alt>

<orth>nocrposi’Balm </orth>
<gram>imperfect</gram>
<conjugation><orth>-m</orth>
<type>II</type>
</conjugation>

</alt>
<subc>transitive</subc>

<struc type="Sense" n="1">
<trans>zbudowaé</trans>

</struc>

<struc type="Sense" n="2">
<trans>uszeregowaé</trans>
<alt><trans>uszykowaé</trans></alt>

</struc>

</entry>

(1.2) Entry in WORD-format:

nocrposiBalm, -m vi. v. mocrpost

Comment:

Verb: build/construct /nocmposieam /, aspect: imperfect (progressive) /wecespuien eud/, transitive
verb /npexoden/, -m conjugation III type /Il cnpesicerue/

LDB structure:

<entry>

<hw>nocrpost’ BalmM</hw>
<XI>HOCTPOsT’ </XI>

</entry>
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(1.3) Entry in WORD-format:

BHKHalMm, -1 vi. widzieé; ~m ce widzieC sig; ~ ce zdaje sig, wydaje si¢; widac

Comment:

Verb: see /susicdam/, aspect: imperfect (progressive) /necespuen 6ud/, transitive verb /npexoden/, -m
conjugation III type /1l cnpeowcenuel, czas. ndk widzie¢ ~dze, ~dzisz czas. ndk Vila; ~ m ce widzie¢ sig;
~ ce zdaje si¢, wydaje si¢; widaé

LDB structure:

<entry>

<hw>BH xgam</hw>
<pos>verb</pos>
<gram>imperfect</gram>
<conjugation><orth>-m</orth>
<type>IIl</type>
</conjugation>
<subc>transitive</subc>

<struc type="Sense" n="1">
<trans> widzieé¢ </trans>

</struc>

<struc type="Derivation" n="1">
<orth>~m ce</orth>
<struc type="Sense" n="1">
<trans> widzieé sie</trans>
</struc>

</struc>

<struc type="Derivation" n="2">
<orth>~ ce</orth>
<struc type="Sense" n="1">
<trans> zdaje sie¢ </trans>
<alt><trans> wydaje si¢ </trans></alt>
</struc>

</struc>

<struc type="Sense" n="2">
<trans> widaé </trans>

</struc>

</entry>

(1.4) Entry in WORD-format:
cnlsi, -sm vi. spa¢; ~H MH ce chce mi sig spa¢, ogarnia mnie sennos¢
Comment:

Verb: sleep /cnsal, aspect: imperfect (progressive) /necsspuier sud/, intransitive verb /uenpexoden/,
conjugation II type /II cnpeoswcenuel

LDB structure:

<entry>

<hw>cnls’</hw>
<pos>verb</pos>
<gram>imperfect</gram>
<conjugation><orth>-u’m</orth>
<type>II</type>
</conjugation>
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<subc>intransitive</subc>
<struc type="Sense" n="1">
<trans> spa¢ </trans>
</struc>
<struc type="Derivation" n="1">
<orth>~H Mu ce</orth>
<struc type="Sense" n="1">
<trans> chce mi si¢ spa¢ </trans>
<alt><trans> ogarnia mnie senno$¢ </trans></alt>
</struc>
</struc>
</entry>

(1.5) Entry in WORD-format:

xonlst, -am vi. chodzié; kursowaé; ~m  cimyx (mbaBa) lud. chodza stuchy, pogtoski; -a Ha yurnmme
chodzg do szkoly; ~a cm odchodze, idg sobie; ~u Mu ce Ha KHHO mam ochotg p6js¢ do kina; ~s1 eprén
jestem kawalerem

Comment:

Verb: walk, go /xdds/, aspect: imperfect (progressive) /necsspuien eud/, intransitive verb
/nenpexoden/, conjugation I1I type /I11 cnpeswcenuel/
LDB structure:

<entry>
<hw> xo0’nlsg </hw>
<pos>verb</pos>
<gram>imperfect</gram>
<conjugation><orth>-nu’m</orth>
<type>IIl</type>
</conjugation>
<subc>intransitive </subc>
<struc type="Sense" n="1">
<trans> chodzié </trans>
</struc>
<struc type="Sense" n="2">
<trans> kursowaé </trans>
</struc>
<struc type="Phrases"><struc type="Phrase" n="1">
<orth>~n cayx (MbaBd) </orth>
<usg type="register"> lud.</usg>
<trans> chodza stuchy, pogloski </trans>
</struc></struc>
<eg><(q>-g Ha yuHiuie</q><trans> chodze do szkoly </trans></eg>
<eg><q>~d cH </q><trans> odchodz¢ </trans>
<alt><trans> ide sobie </trans></alt></eg>
<eg><(q>~H MH ce Ha KHHO </q><trans> mam ochote p6jsé do kina </trans></eg>
<eg><q>~s eprén </q><trans> jestem kawalerem </trans></eg>
</entry>

We remark here that the suggested LDB structure of Bulgarian-Polish dictionary entry is suitable for
automated generation of a Polish-Bulgarian dictionary entry. For example, from this one in (1.5), a
program could generate automatically the simple structures for the corresponding Polish verbs chodzié
and kursowa¢:
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<entry>
<hw> chodzi¢ </hw>
<pos>verb</pos>
<struc type="Sense" n="1">
<trans> xo’mlsa </trans>
</struc>
</entry>
<entry>
<hw> kursowaé </hw>
<pos>verb</pos>
<struc type="Sense" n="1">
<trans> xo’mlsa </trans>
</struc>
</entry>
All others classifiers for the Polish verbs in these entries, derivations, phrases, examples, etc., should be
added additionally!
(1.6) Participle (npuuacmue, imiestow)
Entry in WORD-format:
cnengsamy imiest. przym. 1. studiujacy imiest. przym.; 2. idacy imiest. przym., nastgpujacy za kims,
nastgpny
Comment:
Participle: next / caedsawy/ imiest. przym. 1. studivjacy imiest. przym.; 2. idacy imiest. przym.,
nast¢pujacy za kims, nastgpny.
(2) Nouns (cewecmeumennu umena, rzeczowniki):
(2.1) Entry in WORD-format:
xopa pl ludzie p!
Comment:
Noun: people /xopal rzecz. l.mn (plural) ludzie rzecz. .mn (plural)
(2.2) Entry in WORD-format:
cBoboald, -H f wolnosc f, swoboda f
Comment:
Noun: freedom /ceobodal, -u (plural) rzecz. 7 (gender) 1.wolnos¢ rzecz. 7, 2. swoboda rzecz. z
(3) Adjectives (npu.razameanu umena, przymiotniki):
(3.1) Entry in WORD-format:
Mek adi. miegkki; tagodny; ~a apxkmoBHa Boad micgkka deszczowa woda; ~a 3uma tagodna zima; ~mu
cbridcHu gram. spétgtoski migkkie; ~a mamka kapelusz (meski)
Comment:
Adjective: soft /mex/ przym. 1. miekki przym.; 2. lagodny przym.; ~a npxpgoBHa Boma migkka
deszczowa woda; ~a 3uma lagodna zima; ~u cbriaacHu gram. spoéigtoski migkkie; ~a manka kapelusz
(meski)
(3.2) Entry in WORD-format:
Heruncek adi. prawdziwy; adv. naprawde, prawdziwie
Comment:
Adjective: true /ucmurcku/ przym. prawdziwy przym.; przystow. naprawde, prawdziwie

(4) Adverbs (napeuus, przystowki):

(4.1) Entry in WORD-format:

psako adv. rzadko

Comment:

Adverb: seldom /psidkol przystow. rzadko przystow.
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(4.2) Entry in WORD-format:

ckopo adv. predko, rychto, szybko; niedawno, wkrétce; MHOro ~ cBbpIIHX Tdsi padora bardzo predko
skoriczylem t¢ prace; me ce BbpHa ~ wkrétce wrécg; udc mo-~ czym predzej

Comment:

Adverb: soon /cxopo/ przystow. 1. predko przystow., 2. rychto przystow., 3. szybko przystow.; 4.
niedawno przystow., 5. wkrétce przystéw.; MHOro ~ cBBpIIHX Tasi padoTta bardzo predko skoriczylem tg
prace; mie ce BbpHa ~ wkrétce wrdcg; yac mo-~ czym predzej

(5) Pronouns (mecmou.menus, zaimki):

Entry in WORD-format:

HETOB pron. poss. jego

Comment:

Pronoun: his, its /nezo6/ zaimek dzierz. jego zaimek dzierz. r. meski (gender) D. B.

(6) Conjunctions (csro3u, spojniki):

Entry in WORD-format:

HO coni. ale, lecz; He cdMo TOH, ~ U 43 nie tylko on, ale i ja; HckaT, ~ He morar chca, ale nie moga
Comment:

Conjunctions: but /no/ spdjnik 1. ale spdjnik, 2. lecz spdjnik; He cdmo ToH, ~ H a3 nie tylko on, ale i ja;
HckaT, ~ He Morat chca, ale nie moga

(7) Prepositions (npedao3su, przyimki):

Entry in WORD-format:

npeq praep. przed; wobec; ~ yauBepcuTéTa przed uniwersytetem; siBsiBam ce ~ cba stoj¢ przed sadem;
BHHOBEH CBbM ~ BAC CzZuj¢ si¢ wobec was winny; BCHUKH TPAXXIAHH ca PABHH ~ 3aKOHA WSZYSCY
obywatele sg rowni wobec prawa; ocTdHa riayx ~ MoJioiTe My pozostal gtuchy na jego prosby; imam ~
BHJ mam na uwadze; ~ BHJ HA ... Z uwagi na...

ze wzgledu na...

Comment:

Preposition: in front of; before; at; to; /nped/ przyim. 1. przed przyim.; 2. wobec przyim.;

(8) Particles (vacmuuyu, partykuty):

Entry in WORD-format:

He partyk. przeczqca nie

Comment:

Particle: no ne partyk. przeczqca nie partyk. przeczqca

(9) Numerals (vucaumeanu umena, liczebniki):

Entry in WORD-format:

YeTHPHMA num. czterej; CZworo

Comment:

Numeral: four persons /uemupumal liczeb. 1st sense: czterej; 2nd sense: czworo liczeb.

(10) Interjections (.meorcdymemus, wykrzykniki):

Entry in WORD-format:

ox! interi. o!, och! (na wyrazenie b6lu, smutku, radosci, zachwytu, zdziwienia itp.)

Comment:

Interjection: oh /ox!/ wykrzyk. o!, och! wykrzyk. (Explanation: na wyrazenie bdlu, smutku, radosci,
zachwytu, zdziwienia itp. )
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4. Conclusion

The dictionary entry classifiers must reflect the specifics of the compared languages, for example the
transitivity/intransitivity classifier is important for the syntax of both languages, but is much more
important on the morphologic-syntactic level for Polish, a synthetic language, in contrast to Bulgarian, an
analytic language. As mentioned before, the Polish transitive verbs require an accusative case for their
object.

We must also distinguish between forms and the meanings of the forms in the dictionary entries. In
traditional grammatical descriptions this distinction is missing, which creates intolerable errors in the
description of the respective language. This is especially important for the aspect characteristic of the
verbs in Slavic languages, where the category “aspect” is not only semantic but also grammatical.

We must stress again that we should not fear the greater quantity of dictionary entry classifiers in the
electronic dictionary. On the contrary, this is an advantage of the electronic over the printed dictionary.
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Appendix

The structural tags, used in the LDB of the Polish-Bulgarian online dictionary, are three:
entry, struc, alt.

alt: alternation, though generally for use in quite different contexts
entry: dictionary entry
struc: indicates separate independent part in the dictionary entry.

The set of content tags includes the elements:

case: contains grammatical case information given by a dictionary for a given form

conjugation: a new tag is added to represent the conjugation of verbs; its structure allows the sub tag type
for the possible types of conjugations of Bulgarian verbs

def: directly contains the text of the definition

domain: domain

eg: a structure, contains an example, as given in a dictionary, and allows the tags source and g

etym: a structure, contains etymological information and allows the tags lang and m, as given in a
dictionary

gen: identifies the morphological gender of a lexical item, as given in the dictionary

geo: geographic area

gram: contains grammatical information relating to a word other than gender, number, case, person,
tense, mood, itype, as these all have their own element, for example, perfect aspect and progressive
aspect

hw: the headword; used for alphabetization and indexing, access

itype: indicates the inflectional class associated with a lexical item, as given in a dictionary

lang: language; for use in etymologies (in etym)

m: indicates a grammatical morpheme in the context of etymology

mood: contains information about the grammatical mood of verbs, as given in a dictionary

number: indicates grammatical number associated with a form, as given in a dictionary

orth: gives the orthographic form of a dictionary headword

person: indicates grammatical person associated with a form, as given in a dictionary

pos: indicates the part of speech assigned to a dictionary headword (noun, verb, adjective, etc.)

q: contains a quotation or apparent quotation

register: register, for type attribute on usg tag

source: bibliographic source for a quotation

subc: contains sub-categorization information (transitive/intransitive, countable/non-count, etc.)

time: temporal, historical era, for example, “archaic”, “old”, etc.

type: @ new subtag in the frame of conjugation tag indicates explicitly one of the three types of conju-
gation of the Bulgarian verbs

tns: indicates the grammatical tense associated with a given inflected form in a dictionary trans: contains
translation text and related information, so may contain any of the content tags; the principle is that
everything under trans relates to the target language

usg: contains usage information in a dictionary entry, other than time, domain, register (as these all have
their own element), like “dialect”, “folk”, “colloquialism”, etc.

Xr: uses to indicate a cross reference with the pointer.
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Abstract. The MULTEXT-East standardised and linked set of language resources covers a large num-
ber of mainly Central and Eastern European languages and includes harmonised morphosyntactic
resources consisting of the specifications, lexica and a parallel corpus. The MULTEXT-East resources,
currently at Version 3, are freely available for research use and have been used in numerous studies
connected to language technologies. In this paper we concentrate on MULTEXT-East morphosyntactic
specifications, which define the features that describe word-level syntactic annotations, and explain
their structure in Version 4, currently work in progress. The V4 specifications are planned to cover at
least 13 languages and will be encoded in XML, according to the latest version of the Text Encoding
Initiative Guidelines, TEI P5. The new encoding enables more flexible language-particular encodings,
localisations of feature names and codes, easy generation of derived formats (HTML, tabular, XML
libraries), and simplifies the addition of new languages.

1 Introduction

The MULTEXT-East project, (Multilingual Text Tools and Corpora for Eastern and Central European
Languages) was a spin-off of the EU MULTEXT project [14]; MULTEXT-East ran from *95 to *97 and
developed standardised language resources for six CEE languages [3], as well as for English, the ‘hub’
language of the project. The main results of the project were lexical resources and an annotated multilingual
corpus, where the most important resource turned out to be the parallel corpus — heavily annotated with
structural and linguistic information — which consists of Orwell’s novel “1984” in the English original and
translations.

In addition to delivering resources, a focus of MULTEXT-East was also the adoption and promotion
of encoding standardisation. On the one hand, the morphosyntactic annotations and lexica were developed
in the formalism used for six Western European languages in the MULTEXT project, itself based on the
EAGLES specifications [5]. On the other, all the corpus resources were encoded in SGML, according to
the Corpus Encoding Standard [12] and, later, in XML and TEI, the Text Encoding Initiative Guidelines
[19].

One of the objectives of MULTEXT-East has been to make its resources available to the wider research
community. The resources are distributed on the Web at http://nl.ijs.si/ME/. A portion of the
resources is freely available for download or browsing; for the rest, the user has to first fill out a Web-based
agreement form restricting the use of resources for research. Apart from the data itself, the distribution also
contains extensive documentation.

After the completion of the EU MULTEXT-East project, a number of other projects have helped to keep
the MULTEXT-East resources up-to-date (e.g., migrating the corpus from SGML to XML) and enabled us
to add new languages. At the time of writing, the latest publicly released resources are at Version 3 [7].

The MULTEXT-East resources have been instrumental in advancing the state-of-the-art in language
technologies in a number of areas, e.g., part-of-speech tagging [21], inductive learning of lemmatisation
rules [9], and word sense disambiguation [13], to mention just a few. The licensing form has been submitted
by over 100 organisations, mostly academia, but also industry.

* The study and preparation of these results have received funding from the EU 7FWP under grant agreement 211938
MONDILEX.
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The success of the resources is mostly due to the fact that they are freely available for research and that
they include basic building blocks for processing a significant range of “novel” languages. As the linguistic
markup has also been manually validated and tested in practice, the resources can serve as a “gold standard”
which enables other researchers to develop and test their approaches to topics in the language processing.
The resources also provide a model which languages lacking basic linguistic resources, such as tagsets,
lexica and annotated corpora can link-up to, taking a well-trodden path. This aspect of the resources was
unexpected but highly rewarding; this steady addition of new languages also gives impetus to continue
working on their general improvement.

Since the release of Version 3 the resources have again been expanded and re-encoded, in preparation
for Version 4. New languages have been added and the morphosyntactic specifications have been converted
from the IKTEX format to XML [8]. A portion of the resources has also been additionally annotated, e.g., for
WordNet word-sense disambiguated nouns [13] in the English “1984” and dependency syntactic structures
for the Slovenian “1984” [4].

This paper is devoted to one part of the resources, namely the MULTEXT-East morphosyntactic spec-
ifications. The specifications are a document that provides the definition of the attributes and values used
by the various languages for word-class syntactic annotation, i.e., they provide a formal grammar for
the morphosyntactic properties of the languages covered. The MULTEXT-East specifications define 12
categories (parts-of-speech), and approx. 100 different attributes with 500 values.

The morphosyntactic specifications also define the mapping between feature-structures and morpho-
syntactic descriptions (MSDs), which are compact strings used in the morphosyntactic lexica and for corpus
annotation. For example, they specify that MSD Ncms is equivalent to the feature-structure consisting of the
attribute-value pairs Category :Noun, Type : common, Gender :masculine,Number:singular.
The specifications furthermore determine which feature-value combinations and MSDs are valid for partic-
ular languages. In addition to the formal parts the specifications also contain commentary, bibliography, etc.

Originally, these specifications were released as a report of the MULTEXT-East project but have been
revised for both subsequent releases, and have become, if not a standard, then at least a reference for
comparison [11]. They currently cover thirteen languages; Table 1 gives an overview, and for each language
also specifies its language family, and which version of the MULTEXT-East resources it first appeared or
will appear in. Special mention deserve the languages which still have to make their debut in Version 4,
namely Macedonian, Persian, and Russian, and, to an extent, Slovene. The development of the Macedonian
specification, lexicon and corpus started in 2004, and the resources have already been used as the data for
several experiments in tagger [22] and lemmatiser induction [15]. The Macedonian resources comprise
the specifications, lexicon, and corpus, which is, however, not yet morphosyntactically annotated. The
development of Persian resources also started in 2004, and they currently comprise the specifications and
annotated corpus [17]. The Russian specifications [18] are the latest addition, although the (unannotated)
corpus has been available since Version 1. The Russian resources thus still lack a lexicon and annotated
corpus, although an automatically annotated corpus and tagging models are available independently at
http://corpus.leeds.ac.uk/mocky/.

Slovene has been a part of the MULTEXT-East resources from the start, however, in Version 4 we plan
to significantly revise the specifications and harmonise the lexicon and corpus with them. The Slovene spec-
ifications have been extensively used for corpus annotation, esp. of the Slovene reference corpora Fida and
its successor FidaPLUS (http://www.fidaplus.net/)and in the course of the years various short-
comings of the original proposal have come to light. A recent Slovene project, JOS (Jezikoslovno oznace-
vanje slovensc¢ine / Linguistic Annotation of Slovene, http://nl.ijs.si/Jjos/), devoted to corpus
annotation has provided the means to revise the specifications, and use them as the basis to (semi)manually
annotate two corpora of Slovene [10]. The development of these “JOS” specifications, has, to a large
extent, also served as the testing ground for the new MULTEXT-East specifications. In Version 4 we plan
to incorporate the JOS specifications into MULTEXT-East.

The rest of this paper is structured as follows: Section 2 details the XML format of the specifications,
Section 3 discusses the associated XSLT stylesheets, Section 4 briefly introduces the MULTEXT-East
lexica and annotated corpus, and Section 5 gives some conclusions and directions for further work.
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Language |Language Added
name family in

English Germanic Version 1
Romanian [Romance Version 1
Russian East Slavic Version 4
Czech West Slavic Version 1
Slovene South West Slavic|Version 1/4
Resian dialect of Slovene |Version 3

Croatian South West Slavic|Version 3
Serbian South West Slavic|Version 2
Macedonian|South East Slavic |Version 4
Bulgarian |South East Slavic |Version 1

Persian Indo-Iranian Version 4
Estonian  |Finno-Ugric Version 1
Hungarian |Finno-Ugric Version 1

Table 1. Languages covered by the morphosyntactic specifications.

2 The format of the specifications in V4

In this section we give some background in the area of standardisation of multilingual morphosyntactic
specifications, and detail their structure and encoding for MULTEXT-East Version 4.

The concepts expressed in MULTEXT-East specifications go back to the EAGLES guidelines from
the early *90. The EU project EAGLES, the Expert Advisory Group on Language Engineering Standards,
was instrumental for advancing the field of standardisation of language resources in a multilingual set-
ting, and tackled corpora, spoken resources, lexica etc. as well as morphosyntactic descriptions and their
specifications [2, 6].

But while the EAGLES compared a large number of proposals and gave general recommendations
for encoding morphosyntactic descriptions, it did not provide explicit common specifications for a set
of languages which could be mapped into morphosyntactic descriptions as used in lexica and corpora.
This did, however, happen in the EU MULTEXT project, where the format of the specifications was
concretised [1] for six EU languages (Italian, German, Spanish, French, Dutch, and English). The complete
morphosyntactic specifications of MULTEXT were written as a ISIiEX document, where the common tables
are plain ASCII in a strictly defined format. The MULTEXT proposal also divided the features it defined
into “general” and language specific ones. The first are taken to be used by most MULTEXT languages,
while the second were those that were felt to be needed to describe the specifics of particular languages
and their pre-existing resources.

MULTEXT-East adopted the MULTEXT format, except that it re-defined the language particular fea-
tures to accommodate the radically different, mainly inflectional properties of the MULTEXT-East lan-
guages, and substituted the MULTEXT languages with the MULTEXT-East ones. The two proposals thus
cannot be trivially combined, as they share only a subset of the attributes.

The complete MULTEXT-East morphosyntactic specifications consist of the following parts:

1. introductory matter: preface, background, organisation of the proposal, bibliography
2. common part: attribute-value tables for each category with notes
3. language particular parts for each language

The MULTEXT specifications, in particular, the attribute-value tables of the common part, should
be interpreted as defining feature-structures, a well-known linguistic representation formalism, where a
feature-structure consists of a set of attribute-value pairs. The common tables thus correspond to the
definition of attribute- value pairs (e.g., that there exists, for Nouns, an attribute Type, which can have
the values common or proper), while an MSD corresponds to a fully-specified feature-structure. But in
MULTEXT there was no automatic way (piece of software) provided for converting the MSDs to feature-
structures or vice-versa, or for checking the consistency of the specifications. For this reason MULTEXT-
East soon developed a (Perl) program, which could expand, on the basis of the common tables in the



62 Tomaz Erjavec

specifications, MSDs into a plain text feature-structures or check the validity of an MSD for a given
language.

Having the document formatted in ISIEX and the formal parts written as ASCII tables had the virtue
of simplicity but was problematic for at least two reasons. As mentioned, ad hoc programs were needed to
validate MSDs against the specifications, or to internally validate the specifications. As the years passed, it
was also becoming increasingly difficult to add new languages in a controlled fashion, due to the brittleness
of the plain text format, and to the inter-dependencies and redundancy between the tables. What was needed
was a formal specification for the tables that would enable their validation, extension, rendering on the Web
or paper, or conversions into other formats.

2.1 Using the TEI

The Text Encoding Initiative http: //www.tei-c.org/is an international consortium, whose primary
function is to maintain the TEI Guidelines, which set out a vocabulary of elements useful for describing
text for scholarly purposes. The Guidelines use XML encoding and are written as a set of XML schemas
(element grammars) with accompanying documentation. In MULTEXT-East V3 we used Version P4 for
encoding of the corpora, while in V4 we use of the most recent published version, TEI P5 [20].

The are a number of advantages of using TEI for encoding. TEI documents are written in XML,
which brings with it the possibility of validation of document structure, a wealth of supporting software
and related standards. Of these, the most important is the XML transformation language, XSLT, which
allows writing scripts (stylesheets) that transform XML documents into other, differently structured XML
documents, or into HTML as well as, indirectly, into a printable version in, say, PDF. The XSLT standard
is nowadays generally supported, e.g., we find it implemented in most Web browsers. The MULTEXT-
East specifications come with a number of XSLT transforms, which help in authoring or displaying the
specifications; they are further discussed in Section 3.

TEI is also general enough to encode the non-normative parts of the specifications, e.g., the intro-
ductions, notes, references, etc. The TEI also provides, amongst other software, a sophisticated set of
XSLT stylesheets and associated components for converting TEI documents into HTML and PDF. These
stylesheets, developed by Sebastian Rahtz and freely available via the TEI homepage, cover a large number
of TEI elements, and also perform tasks such as generating the table of contents, splitting (large) TEI
documents into several HTML files (while preserving cross-links), giving each HTML a project defined
header and footer, etc.

Finally, the MULTEXT-East parallel and MSD annotated corpus was already encoded in TEI; by
encoding the specifications in TEI as well, this gives an easy way to directly integrate the corpus with
the specifications, leading to simple validation of the corpus annotations or conversion between corpus
MSDs and their feature-structure representations. This can be extremely useful for querying the corpus, as
it enables e.g., the selection of word tokens based on particular features.

For these reasons the V4 specifications are written in TEI P5, as one XML document (which does
not mean they have to be in one file), with the idea that this is the single document which needs to be
maintained and to which new languages are added in a controlled fashion. The structure should therefore
be amenable to hand editing, minimally redundant, contain as much as possible of structured commentary
and references, with the formal parts having a transparent structure.

2.2 The common part of the specifications

This section gives more detail about the structure of the common part of the specifications in TEI. The
common part of the specifications contains:

1. A table giving all the languages of the specification. For each language the table also gives its language
family, ISO 836 code, and a link to its description in the Ethnologue database.

2. A table giving the (part-of-speech) categories of MULTEXT-East (12) together with their one-letter
codes. The derived HTML of the specifications (so called display version) additionally contains the
number of attributes defined for each category and which languages distinguish them.
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3. For each category, the common table, defining attributes and their values for the category. For attribute
they also specify its position in the MSD string, and for each attribute-value pair, a one letter code for
the MSD string. For each such pair, the table also lists the languages that the attribute-value is valid
for.

4. A table of all defined attributes, with the categories they are defined for, and their position in the MSD
string (in display version only, and automatically generated from the XML source).

5. A table of all defined values, with the attribute/categories they are defined for, their code in the
MSD string, and the languages that distinguish this attribute-value pair (in display version only, and
automatically generated from the XML source).

Figure 1 gives an example from the TEI source, while Figure 2 gives the display view; the latter is,
on purpose, quite similar to the tables in MULTEXT-East V3. The master TEI is, however, more logically
oriented: the first row defines the category and gives the languages it is appropriate for while the following
rows each define an attribute, with the values given in a subordinate table.

2.3 The language particular specifications

The specifications contain, for each language, also a language particular part. These parts can have a
minimal structure, just giving the authors and repeating the common tables, but reduced to the categories
and attribute-value pairs that are in fact used by the language. They can also be quite complex and can
contain some or all of the following divisions:

— Introductory matter, e.g., language description; background of the language specifications; bibliogra-
phy.

— Then, for each category:

e The language particular table, which can be automatically derived form the common table, but
also modified from it, as will be further described below. Furthermore, the tables can also contain
localisation information, i.e., the names of the categories, attributes, their values and codes in the
particular language, in addition to English. This enables keeping the feature-structures and MSDs
either in English, or in the language in question.

e Notes on the category itself or on the attributes and values used.

e Combinations of attribute-values (feature co-occurrence restrictions), which in a regular-expression-
like syntax limit the possible combinations of attribute-values. These restrictions can also contain
examples of usage. It should be noted that these combinations have not yet been operationalised,
i.e., it is not possible to directly use them to validate MSDs.

o A list of lexical MSDs, which should contain all the valid MSDs for the category. This is present
only in the display view and automatically extracted from the full MSD index.

— The MSD index, which should contain all the valid MSDs for the language. Each MSD can be further-
more accompanied by explicatory information, i.e., its decomposition into feature-values, examples of
usage, and its translation. This index is the authority for the MSD set for the language, and is valuable
for MSD validation.

As an example of how a language particular table can look in Version 4, we give the JOS table for
Slovene Nouns in Figure 3. The table gives identical information as the (Slovene selected) common tables,
except that all information is also translated/localised to Slovene.

In MULTEXT and MULTEXT-East V3 the attribute-value definitions, together with MSD mapping
information (i.e., the attribute position and the attribute-value code) were simply copied from the common
tables. In MULTEXT-East V4 we take a more flexible position, where a language particular section can
have a looser connection to the common tables — in fact, it could be a completely different specification,
matching to the MULTEXT-East common one only in form. Of course, in this case any sensible mapping
from the language particular specification to the common MULTEXT-East ones become very difficult, if
not impossible. However, there do exist sensible compromises between the trivial mapping of MULTEXT
and MULTEXT-East V3 and a completely unconstrained one.
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<div type="section" xml:id="msd.Q">
<head>Particle</head>
<table n="msd.cat" xml:id="msd.cat.Q">
<head>Common specification for Particle</head>
<row role="type">
<cell role="position">0</cell>
<cell role="name">CATEGORY</cell>
<cell role="value">Particle</cell>
<cell role="code">Q</cell>
<cell role="lang">ro</cell>
<cell role="lang">sl</cell>
<cell role="lang">cs</cell>
</row>
<row role="attribute">
<cell role="position">1</cell>
<cell role="name">Type</cell>
<cell>
<table>
<row role="value">
<cell role="name">negative</cell>
<cell role="code">z</cell>
<cell role="lang">ro</cell>
<cell role="lang">bg</cell>
<cell role="lang">hr</cell>
<cell role="lang">sr</cell>
</row>
<row role="value">
<cell role="name">infinitive</cell>
<cell role="code">n</cell>
<cell role="lang">ro</cell>
</row>
<row role="value">
<cell role="name">subjunctive</cell>
<cell role="code">s</cell>
<cell role="lang">ro</cell>
</row>
</table>
</cell>
</row>
<row role="attribute">
<cell role="position">2</cell>
<cell role="name">Formation</cell>

</row>
</table>
</div>

Fig. 1. Example of a MULTEXT-East common table: start of definition for Particle.
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2.3.11. Particle
Table 13. Common specification for Particle
P Attribute  Value Code English Romanian Russian Czech Slovene Resian Croatian Serbian Macedonian Bulgarian Estonian Hungarian Persian
0 CATEGORY Particle Q ro u cs sl sl-rozaj |br st mk bg fa
1 Tvpe negative z ro hr st bg
infinitive n ro
subjunctive s 1o
aspect a o
future: f ro
general IS be
comparative c bg
verbal v bg
interrogative q hr st bg
modal o hr st bg
affirmative hr st
2 Formation simple s il mk bg
compound c u mk bg
3 |Clitic no n o
¥ ro

ves

Fig. 2. Example of a common tabels in HTML.: Particle.

The one we plan to adopt for the Slovene specification in Version 4 is exemplified by the JOS speci-
fication, where the tables will be aligned to the MULTEXT-East common ones in all respects, except for
the attribute positions. This means that the feature-structure set of both will be identical, but not the MSDs.
The reason for this is that MULTEXT-East has to cater for attributes of all languages, so language specific
attributes (or those added to the specifications at a later date) wind up at the end of the string, leading
to unwieldy MSDs, such as Gppspe-—n———-- d. This MSD has a number of hyphens only in order to
maintain the position mapping to features, even though the attributes for some of these positions are never
used for Slovene. With the freedom to reorder attributes, an individual language can use much shorter and
more intuitive MSDs.

3 XSLT stylesheets

An important part of the specifications are the associated XSLT stylesheets, which allow for various
transformations over the specifications. The stylesheets are written in XLST V1.0 and documented with
XSLTdoc, http://www.pnp-software.com/XSLTdoc/. They take the specifications as input,
usually together with certain command line arguments, and produce either XML, HTML or text output,
depending on the stylesheet.

We provide three classes of transformations, the first ones to help in adding a new language to the
specifications themselves, the second to transform the specifications into HTML, and the third to transform
or validate a list of MSDs.

3.1 Authoring

The two stylesheets belonging to this class are meant to assist in adding new languages to the specifications,
and are the following:

msd-split.xsl makes a template for a language particular section on the basis of the value given to the
—-langs parameter, which should contain a space separated list of ISO language codes. So, to make
section for a new language X, which is similar to Y and Z, the stylesheet would be run with -langs ’Y
7’ and would produce a section with the union of the attribute-values for these two languages. These
new language particular specifications are then corrected by hand.
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<div type="section" xml:id="msd.N">

<head xml:lang="sl">Samostalnik</head>

<head xml:lang="en">Noun</head>

<table n="msd.cat" xml:id="msd.cat.N">

<head xml:lang="sl">Tabela atributov in vrednosti za samostalnik</head>
<head xml:lang="en">Attribute-Value Table for Noun</head>
<row role="type">

<cell role="position">0</cell>

<cell role="name" xml:lang="sl">samostalnik</cell>
<cell role="code" xml:lang="sl">S</cell>

<cell role="name" xml:lang="en">Noun</cell>

<cell role="code" xml:lang="en">N</cell>

</row>

<row role="attribute">

<cell role="position">1</cell>

<cell role="name" xml:lang="sl">vrsta</cell>
<cell role="name" xml:lang="en">Type</cell>

<cell role="values">

<table>

<row role="value">

<cell role="name" xml:lang="sl">obc¢no_ime</cell>
<cell role="code" xml:lang="sl">o</cell>

<cell role="name" xml:lang="en">common</cell>
<cell role="code" xml:lang="en">c</cell>

</row>

<row role="value">

<cell role="name" xml:lang="sl">lastno_ime</cell>
<cell role="code" xml:lang="sl">1</cell>

<cell role="name" xml:lang="en">proper</cell>
<cell role="code" xml:lang="en">p</cell>

</row>

</table>

</cell>

</row>

Fig. 3. JOS morphosyntactic specifications: start of table for Noun.

msd-merge.xsl takes a language particular specification, and tries to “insert” it into the common specifica-
tions. This can mean simply adding the new language flags to existing attribute-value pairs, or adding
new values or even new attributes to the common specifications.

3.2 Rendering
Displaying the stylesheets is currently only supported in HTML. This is done in two stages:

msd-spec2prn.xsl generates a “display-oriented” TEI document from the specifications. This means mak-
ing display-oriented tables and generating the indexes of attributes, values, and MSDs.

msd-prn2html.xsl is a driver file, which calls the standard TEI stylesheets. It takes as input the display-
oriented document and produces the HTML equivalent.

3.3 MSD conversion

The stylesheets in this class take a list of MSDs as a parameter, and, on the basis of the given specifications
typically convert them to some form of feature-structures. The specifications can be either the MULTEXT-
East common ones, or those for a particular language, depending on whether the MSDs are the common or
language particular ones.
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msd-expand.xsl produces different types of output, depending on the values of its “mode” parameter.
It also takes parameters for input language (only MSDs valid for the language will be accepted)
and for output language (it can localised to a language, which, of course, must be supported by the
specifications). The output is in plain text tabular format, with columns that can be, depending on the
value of mode, which is a space separated list of modes, the following:
check only checks the validity of the input MSDs, flagging codes that are illegal for the language —
this mode does not combine with the other ones;
id identity transform (with possible localisation);
collate collating sequence, with which it is possible to sort MSDs so that their order corresponds to
the ordering of categories, attributes and their values in the specifications;
brief expansion to values only, which the is the most compact feature-expanded format and is meant
for short but still readable expansions of MSD; instead of binary values (yes/no), +/— Attribute is
written;
verbose expansion to feature-structures (attribute=value pairs) for all attributes defined for the cate-
gory of the MSD;
canonical expansion to feature-structures (attribute=value pairs) for all defined attributes, regardless
of whether they are defined for a particular category or not;
msd-fslib.xsl transforms the MSD list into a XML/TEI feature and feature-structure libraries, suitable for
inclusion into MSD annotated and TEI encoded corpora.

The intention isn’t to run the above stylesheet whenever a transformation is needed but rather to run
them, once the specifications are finished, over the complete set of MSDs to produce the tabular and XML
files, which are then made available together with the specifications. To enable simpler processing and to
produce output files with useful combinations of expansions, an additional Perl wrapper script is made
available with the specifications.

4 Associated resources

Even though this paper is devoted to the morphosyntactic specifications, we also mention associated
MULTEXT-East morphosyntactic resources, as without them, the specifications are not of much use. In
the first instance this means the MULTEXT-East morphosyntactic lexicons, as it the lexicons that should
provide the complete set of MSDs for a language, as well as examples of their usage. A second level
resource are MSD annotated corpora, as this grounds the lexicon in contextualised examples of usage.

4.1 MULTEXT-East Lexicons

The MULTEXT-East morphosyntactic lexicons have a simple structure, where each lexical entry is com-
posed of three fields: (1) the word-form, which is the inflected form of the word, as it appears in the
text, modulo sentence-initial capitalisation; (2) the lemma, which is the base-form of the word; where the
entry is itself the base-form, the lemma is typically given as the equal sign; and (3) the MSD, i.e., the
morphosyntactic description, which should be 1) valid according to the specifications and 2) contained in
the set of MSDs listed in the lexical list of the language particular sections. It should be noted that this
second criterion is to an extent circular, as it will be the lexicon that ultimately determines the list of valid
MSDs; in practice, the process of constructing the MSD list and lexicon therefore typically proceeds in a
cyclic fashion. Optionally, the lexicon can contain also contain (4) a column, giving the frequencies of the
lexical entries in a corpus — for this, a MSD tagged and lemmatised corpus of the language must of course
be available. Figure 4 gives some example entries from the Slovene lexicon.

It is usually not the case that MULTEXT-East lexicons are produced from scratch but rather converted
from some existing morphosyntactic lexica for a language. The MULTEXT-East lexica up to Version 3
were constructed according to different principles, but an ideal lexicon obeys the following principles:
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alibi = Ncmsn
alibi alibi Ncmsa——-n
alibija alibi Ncmda
alibija alibi Ncmdn
alibija alibi Ncmsg
alibije alibi Ncmpa
alibijem alibi Ncmpd
alibijem alibi Ncmsi
alibijema alibi Ncmdd
alibijema alibi Ncmdi

Fig. 4. Example of a MULTEXT-East morphosyntactic lexicons: the start of the paradigm for the Slovene masculine
nominal lemma “alibi”.

1. The lexicon should contain all the valid MSDs for the language, even if only single exemplars are
provided for particular MSDs. This criterion is in fact more strict than it seems, as languages with a
large number of MSDs (e.g., Slovene has almost 2,000) exhibit a Zipfian distribution, i.e., quite a large
number of MSDs can be quite rare in practice.

2. The lexicon should, for the lemmas it contains, include their complete inflectional paradigms. This is
not always possible, as certain languages (e.g., agglutinating ones) can have “paradigms” with over a
million word-forms but is manageable for even highly inflecting languages. The advantage is including
the complete paradigms is that this makes the lexicon a very good resource for machine learning of
lemmatisers; additionally, it also makes it more likely to obey the condition 1) above.

3. The lexicons should be of reasonable size (most current MULTEXT-East have around 15,000 lemmas),
and, of course, the larger, the better. Ideally, the lemmas appearing in the lexicon should be grounded
in an annotated corpus of the language, and the entries accompanied by corpus frequencies.

We do not here attempt to tackle the difficult problem of conversion of existing lexica to MULTEXT-
East ones, but it should be noted that the mt ems—expand. xs1 inits check mode can be of considerable
help in validating the lexical MSDs.

4.2 Annotated corpus

A corpus, annotated with context disambiguated MSDs and lemmas, provides the final piece of the “morpho-
syntactic triad”, as it contextually validates the specifications and lexicon, and provides examples of actual
usage of the MSDs and lexical items.

Corpora currently included in MULTEXT-East deliverables are all (translations of) the novel “1984”
by G. Orwell. The complete novel has about 100.000 tokens, although this of course differs between the
languages. The corpus is annotated with MSDs and lemmas, which makes it suitable for MSD tagging and
lemmatisation experiments. Because it was the first such resource for many of the languages involved the
annotation had to proceed mostly manually. The corpus is, in Version 3, encoded in XML, according to
the Text Encoding Initiative Guidelines P4 [19], but it is planned to upgrade it to TEI P5 in Version 4. To
exemplify the current structure, Figure 5 gives the start of the Slovene part of the corpus.

This parallel corpus also comes with separate alignment files, which contain, in V3, hand-validated
pair-wise sentence alignments (not necessarily 1-1) between English and the translations. For V4 we also
plan to provide pair-wise alignments between all the languages, which have been automatically induced
from the alignments with English.

5 Conclusions

The paper presented the morphosyntactic specifications that will be part of the MULTEXT-East resources
Version 4. The specifications currently cover 13 languages, and are encoded in TEI P5, with dedicated
XSLT scripts to help with authoring the specifications for new languages, convert them into feature-
structures or into a display HTML encoding. As the specifications cover a number of languages for which
not many available and standardised resources exist, they can be a valuable reference point, and, together
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<text id="0Osl." lang="sl1">
<body>
<div type="part" id="0Osl.1">
<div type="chapter" id="0sl.1.2">
<p id="0sl.1.2.2">
<s id="0sl.1.2.2.1">
<w lemma="biti" ana="Vcps-sma">Bil</w>
<w lemma="biti" ana="Vcip3s--n">je</w>
<w lemma="Jjasen" ana="Afpmsnn">Jjasen</w>
<c>,</c>
<w lemma="mrzel" ana="Afpmsnn">mrzel</w>
<w lemma="aprilski" ana="Aopmsn">aprilski</w>
<w lemma="dan" ana="Ncmsn">dan</w>

Fig. 5. Example of the annotation of the MULTEXT-East “1984” corpus: the start of the Slovene text “Bil je jasen,
mrzel aprilski dan” (It was a bright cold day in April).

with the accompanying lexica and corpora, can serve as a “gold standard” dataset for language technology
research and development, as well as for comparative linguistic studies.

There are a number of possible directions for further work. The language particular parts of the specifi-
cations could be further formalised and operationalised, esp. the combinations sections, as this would help
in validating the MSD set for new languages. The attributes and their values could also be linked to other
related attempts at standardisation of morphosyntactic features, in particular the ontology for descriptive
linguistics GOLD http://linguistics-ontology.org/gold.html and the ISOcat Data Cat-
egory Registry http://www.isocat.org/. There is also work to do in further formalisation of the
MSDs and their relation to feature-structures, e.g., in allowing MSDs to include the metasymbols **’ or ’.’,
i.e., having underspecified features in the MSD string.

Of course, we also hope that further languages will be added to the specifications. An obvious extension
in this direction would be to add the original MULTEXT languages. However, we would encounter several
problems: the specifications are incompatible outside the “common” features, so a way would needed to re-
solve this inconsistency, and in a backward compatible manner. More importantly, the associated resources,
namely the lexicon and annotated corpus would have to be produced as well, to give the specifications some
grounding in data. This is a relatively lengthily process, and it is unlikely that it could be carried out without
dedicated international funding.

The situation is somewhat different, and better, for other, non Western European languages, where
national efforts are underway to produce components of Basic Linguistic Resource Toolkits or BLARKSs
[16]; these can easily take the well-travelled route of developing MULTEXT-East compatible resources.
Hopefully such an expansion could take place in the MONDILEX project, to include further Slavic lan-
guages into the specifications.

Finally, the most important aspect of the resources should be further encouraged, namely their use.
Developing linguistic resources is not an end to itself, and they are worth only as much as they are used.
We have therefore tried to maintain their quality and standardise their structure, to ensure that they can be
interchanged and re-used for various purposes.
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Abstract. We present an electronic Slovak-Czech lexical database, being compiled with the help of the
MoinMoin wiki system. The lexical entry microstructure is organised into a tabular form and special
plugins have been written to support easy compiling and editing of entries. Streamlined, traditional-like
dictionary entries are then created of the data entered, with the aim to obtain create a printed dictionary.

1 Introduction

Czech and Slovak belong to the West Slavic languages. They have a lot of common in their morphology,
phonology, lexicon and syntax. The languages are generally considered to be mutually intelligible.

After the break-up of Czechoslovakia in 1993, sociolinguistic connections between the languages
started to weaken, and with the loss of perceptive bilingualism (predominantly on the side of Czech
speakers), the mutual intelligibility is no longer universal, however, it is still sufficient for general com-
munication. The situation is highly asymmetrical: while in Slovakia, Czech (both spoken and written)
is ubiquitous in the TV, books and other media, in the Czech Republic, presence of Slovak language is
rather rare[8]. Slovak speakers have nearly 100% understanding of all the varieties of Czech, but the Czech
speakers (especially the younger ones) have sometimes troubles coping with Slovak, in particular with
lexical items which are considerably different in the two languages. Consequently, a pressing need for
general purpose dictionaries helping the Czech speakers in reading and understanding Slovak texts has
emerged.

Ideally, we would like one single dataset to be used to construct all the possible dictionaries, and even
a database to be used in all sorts of NLP (e.g. machine translation). This puts additional, often conflicting
requirements on the design and building process of the lexical database, and therefore some compromises
need to be made.

The primary design goals of the dictionaries to be obtained are:

— to be primarily a passive readers’ dictionaries

— to be general purpose, “traditional” middle sized (cca. 20-30 thousand entries) dictionaries, with good
coverage of different expressions and false friends

— to contain information on levels of usage

From this it follows that the lexical database has to meet the following requirements:

— to be a web based database with queries performed not just by lemmata, but also by varying wordforms
— to include links into various entry related information (such as morphology paradigm)
— to enable easy, online updating and editing by multiple editors

The last two points can be easily met by a wiki based software. We decided to use the MoinMoin
wiki engine, because it supports custom page parsers and plugins that can be tailored to the needs of an
online lexical database. On the other hand, MoinMoin full-text search is not really scalable — it is a problem
especially concerning the Category pages, which internally use the full-text search mechanism. Therefore
we refrained from using category pages in the database design.

* The study and preparation of these results have been partly supported by the EC’s Seventh Framework Programme
[FP7/2007-2013] under the grant agreement 211938 MONDILEX. The lexical database project has received support
from the National Scholarship Programme of the Slovak Republic for the Support of Mobility of Students, PhD.
Students, University Teachers and Researchers.
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2 Basic structure of the database

Basic building block of the database is an entry, which we call a page. A page is used to cover informa-
tion pertaining to strictly one word meaning, information about homonyms is delegated to the overlying
database structure. Each page is uniquely identified by its name, which by convention corresponds to the
lemma, or, in case of homonymy, the page name consists of a lemma and a disambiguation identifier
(Roman or Arabic numeral).

3 Lexical entry microstructure

Each page (database entry) is kept in a tabular form, where each item (row) has a predefined form and/or
content. As an aid for the editors, fields that contain primary linguistic information have a language flag
that indicates the language of that field (i.e. either sk or cs).

3.1 Paradigm (sk)

The paradigm field contains an identification of lemma’s inflectional paradigm, as used in the morphology
database[6]. Since the morphology is also stored in a MoinMoin wiki, the identifier is formatted and
displayed as an interwiki link, to allow easy one-click access to the complete word morphology. Since
all the word forms are available, the entries do not contain any other inflectional information (traditionally,
Czech and Slovak dictionaries contain genitive singular and nominative plural suffixes for nouns, or the 3™
person singular and plural indicative forms for verbs). Similarly, since the paradigm contains a complete
morphosyntactic specification including a part of speech category, we do not need to indicate the part of
speech separately in the database.

3.2 Translation (cs)

The translation field contains direct Czech translation of the Slovak word (or of its particular meaning). We
choose the best Czech equivalent. In case there are two or more equally good possibilities, we introduce
them all, separated by a semicolon (;). We also take into account etymological relation between the words,
and use preferably etymologically related translation®.

In case there is no direct or indirect Czech equivalent of the Slovak word (e.g., pahreba), this field
should contain a description of the semantic content.

3.3 Number specification (sk)

This field contains the classification of typical or prevalent number or gender characteristics of the word
(for nouns). Possible values are:

— usually plural

— usually masculine or feminine
— masculine or feminine

— feminine or neuter

— feminine, usually plural

— masculine, usually plural

— neuter, usually plural

— exclusively plural

— exclusively singular

? Using MoinMoin terminology.

* For example, we translate the Slovak word jazykoveda by the Czech jazykovéda, even if we can also translate it by
Czech lingvistika, and we translate the Slovak word lingvistika as lingvistika, even if the Czech jazykovéda would
be an equally good translation.
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3.4 Qualifier (sk)

This field contains a terminological and/or style qualifier(s), or a special keyword denoting a phrase. The
qualifiers are taken out of a fixed set of abbreviated words. When editing this field, the lexicographer is
provided with a checkbox entry for each of the qualifiers.

35 Gloss1 &2

Gloss 1 narrows down the semantics — shade of meaning of the entry word or its semantic and functional
equivalent. Gloss 2 comments on the typical usage of the word.

3.6 Exemplification

The exemplification is not a single field, but consists of a variable number of Slovak-Czech exemplification
pairs. The Slovak exemplification is primary, the Czech exemplification should be an appropriate translation
of the Slovak one. The table displays all the non-empty exemplifications, plus an empty input field for the
last Slovak one (to enable the editor to add another exemplification pairs).

3.7 Note

The note contains assorted notes for the dictionary user, relevant to the entry. By convention, we use a
magic word viz® to denote a reference to another entry (such as a close synonym, an antonym, comments
on significant style characteristics of the Czech equivalents or other related word).

3.8 False friends

This field contains a list of false friends, separated by a semicolon. We do not distinguish between variants
of false friends (originating in Slovak or Czech, with a similar meaning, with a completely different
meaning...)

3.9 Comment

This field is intended for any other comments by the editors — as such, it will not be displayed in the final
entry form.

4 Sense disambiguation mesostructure

There is (intentionally) no place in the entry microstructure to be filled in with hints concerning homonymy
disambiguation. We opted to encode this information into the overlaying database nomenclature of entries
instead, following to some extent the usual lexicographic classification. At the lowest level, an entry
is identified by its headword (MoinMoin page name), which — as its first function — directly encodes
the lexeme’s lemma. If there are two or more closely related, functionally and pragmatically identical
word variants (e.g. spelling variations, such as mliekar, mliekdr), a headword can contain more variants,
separated by a semicolon (;) as a convenient shortcut. This should be thought of as a shorthand for database
compilers, nothing more — functionally, such an entry is equivalent to describing both (or more) variants in
full.

A headword can have a trailing uppercase Roman numeral, separated by a space. This is used to mark
off major homonyms (or even homographs — such as part of speech homonymy, or a completely — even
etymologically — unrelated meaning).

An entry can be created as a subpage of an already existing entry, by using MoinMoin’s mechanism for
subpages. A subpage XX of a page YY is an ordinary page, with a special name written as YY/XX (i.e. the

3 Czech for cf
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subpage name follows the main page, separated by a slash). Subpages of a given page are logically clumped
together, in the formatted entry output they are displayed nested with the primary page. We use subpages
to connect diminutives, augmentatives and phrasal units to the principal word. Although MoinMoin allows
for the whole hierarchy of subpages, we use only the first level subpages in our dataabse (with the exception
of sense disambiguation, as outlined the following paragraph).

A headword can have a trailing slash and an Arabic numeral. While technically a subpage, this is used
as a weaker variant of a Roman numeral disambiguation in cases, where the words are related and the
meaning does not diverge that much. A Roman numeral major disambiguation can be combined with an
Arabic numeral minor one (e.g. ¢ap I/1 — a pivot, journal (mechanical device), ¢ap I/2 — a hinge, cap II/1 —
a splash, ¢ap I1/2 — a catch (act of catching)).

A headword can contain parenthesized reflexive pronouns (sa), (si)®. This is used with those cases
which are either very frequent, or where the reflexive form diverges in its meaning from the non-reflexive
one.

Also, this is used with words which do not have straight one-to-one Czech equivalent, in case the
presence of the reflexive does not change the basic meaning and usage of the word (e.g. dopukat’ (sa) — to
crack (about skin)).

S Technical implementation

The dictionary has been pre-filled with a bilingual glossary of about 60 thousand word pairs[7] and with
links into the morphology analyzer wiki, in order to ease the initial editing and to enhance the usefulness
of the database by offering at least the first-guess translation and morphology paradigm of the words that
would not get into the “core”.

A page is internally stored as a flat plain text file (see Fig. 2), with each line corresponding to one table
row, with the field name followed by a colon (:), followed by a field value (which can be empty). We have
written a special MoinMoin formatter plugin that displays the table in a human-friendly way, together with
a final, streamlined formatted entry (Fig. 1). We have also written a MoinMoin action that is used to edit
just one specific table row. The action code has hardwired fields that can contain only a fixed set of values
(number specification and qualifier) and provides the editor with checkboxes for all the possible values.

6 Formatted entry output

The tabular format of the dictionary entries displays the information in a clear and obvious way, however
it is quite unsuitable for the intended published (paper) dictionary, and there is also the need to present
the information in a more compact, concise form also for the internet-based version. Therefore the table is
parsed and formatted into a traditionally looking entry.

7 Licensing issues

From the very beginning, we intended to publish the online dictionary entries under an open source/docu-
mentation license, in order to facilitate linguistic research and use of data in various NLP applications.
The database is publicly accessible and editable under a triple license, GNU Free documentation license
v. 1.2 [5] and Creative commons Contribution-Share alike (CC-BY-SA) license v. 3.0 [3] for the use in text
document, and under Affero GNU Public license v. 3 [4] for use in computer programs (where by linking
as specified in the license text we understand any use of the dictionary data by a computer program). This
licensing concernes individual entries, while both our institutes keep special rights as a database compiler
[1, 2] for the whole dictionary.

® Note that sa can be added to almost any transitive Slovak (and as se to a Czech) verb to express reflexivity, and si
can be added to almost any verb.
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dupa’ kniz. doupg; liséie dupaxliséi doupd

To edit, click on the \
\ paradigm(sk)
\ translation(cs)

dupa
doupé

\ number specification(sk)

\ qualifier(sk)

\ gloss 1

\gloss 2

\ exemplification1(sk)
\ exemplification1(cs)
\ exemplification2(sk)
\ falsefriends

\ note

\ comment

kniz.

Pozri slovo dupa aj v korpuse alebo v slovnikoch

Fig. 1. An example of a dictionary entry. Final, formatted output is displayed at the top.

translation (cs):
number specificat

gloss 1:

gloss 2:
exemplificationl
exemplificationl
exemplification?2
exemplification?2
exemplification3
exemplification3
exemplification4
exemplification4
exemplificationb
exemplificationb
false friends:
note:

comment :

paradigm (sk): dupa

qualifier (sk): kniz.

doupé
ion (sk):

1isc¢ie dupa
1is8¢i doupé

Fig. 2. Internal representation of a dictionary entry.
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Experience with Building Slovak Electronic Lexical Database

Jan Genci
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Abstract. The paper presents author’s experience in the design and development of Slovak electronic
lexical database. It presents first attempts starting at the end of 80’s, followed by processing of both
on-line and printed data. Actual conceptual model of electronic database and recommendation regar-
ding use of XML technology is presented also.

1 Introduction

Author’s first touch with Slovak lexicon was accomplished in the late 80’s during development of Slovak
spellchecker (commercialized by Forma, s.r.o). Based on the acquired experience, our experiments with
the “grammar checker algorithms” started in the middle of the 90’s. In that time we understood that
extended electronic version of Slovak lexicon database is necessary. Since then we carried out several
attempts to achieve the goal. However, all of the attempts were based on students’ semestral and/or
diploma works without proper financial support. Moreover, it was clear from the beginning, that we
require solution which would store every form of the word with corresponding morphological information.

2 Sources of data

The first source of data for our morphological database became our spellchecker database. Because of the
lack of electronic data sources at the time of its development (end of 80’s) it was based on the available
edition of Prirucka slovenského pravopisu pre Skoly [1]. All work was done without linguistic background
and without any connection to linguists. To build the database, we proceeded with the following steps:

*  typing of particular word;

«  categorization of words by word classes;

»  categorization of word classes according to defined paradigms (patterns);

+  generating of all forms of words;

*  building the database.

Having the most of related forms of the words we decided to develop application which for the given
word would provide relevant word classes and their forms [2] (Fig. 1a and 1b). However, it was regarded
as a proof of the concept only and never has been released for public use.

With the advent of internet the idea of using it as a source of words for building lexical database
(including all forms) was explored. We discovered (what is clear to any linguist) that data in publicly
available text is very noisy and frequencies of various forms of a word are very unequally distributed.
Noisiness of the data we decided to reduce by narrowing our interest to newspaper and journal websites
only.

Requirement to build a “clean” database leads us to the idea to use lexicographic sources (dictionaries).
We explored it in two ways:

* using on-line dictionaries;
+  using printed edition of dictionaries.

Using on-line dictionaries (i.e. [3]) is quite straightforward. Just download the corresponding webpage,
parse the HTML code and use the result (see Fig. 2a, 2b). Parsed data can be used for generation of all
word cases (Fig. 4)
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Fig. 1b — Word “mier” as the verb

Printed edition requires several more steps which often can be ambiguous. The first step is scanning of

relevant pages, after that scanned pictures have to pass through OCR (Optical Character Recognition)
process. The last step represents correction of recognition mistakes, which can be done manually (long

lasting and error prone process) or automatically by computer program which tries to eliminate some
common OCR mistakes (i.e. problem of recognition of “fi”,”fl” as two character strings, recognition errors
which infringe alphabetical order of entries, changes of word root in the single entry etc.). After applying
these steps we approximate the level of quality of data which can be compared to data acquired from on-
line dictionaries.
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However, to have (even excellent quality) data available, the further process is not always simple. The
main issues are:
+ data is produced by authors/editors without regard of further computer processing,
+ limitations of printed edition have to be respected.

The first issue means that dictionary entry can contain hidden meanings which can be resolved only by
human reader (i.e. based on data provided by Kratky slovnik slovenského jazyka [4] (available at
http://slovnik. juls.savba.sk/) itis impossible to determine algorithmically the pattern of the
declination type ‘“chlap” because there is no data allowing us to distinguish animate from inanimate
objects — see Fig. 3. In some cases, this can be solved by exploring some additional resources.
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Fig. 2a — KSSJ entry for “otec” Fig 2b — parsed data from KSSJ

Second issue means that some attributes are omitted intentionally because they either do not corres-
pond to chosen dictionary entry or some relationships is not possible to present in two-dimensional
structure of printed text.

Successfully resolving previous issues we are faced with last one — complex and irregular structure of
dictionary entries. Today, computer programs use state of the art database technologies for fast access to
data. It means - regular structure of data storage has to be designed and implemented. Just minor irregu-
larity for a few entries (very often commented by words: “But it’s just one entry”) can require redesign of
the whole structure of our database.
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Fig. 4 — word cases generation based on morphological information

3 Conceptual model of morphological database

Conceptual model of morphological database is presented on the Fig. 6. All required data is centred
around basic structure — lema, which represents basic form of the word. All forms of words are stored in
the lexema table. Both lema and lexema has relationship to corresponding morphological information. We
decided to store the data about meanings of the word represented by the set of synonyms (which we use
for mining relevant foreign synonyms) and source(s) of each lema (URL or dictionary, where the word

was/can be found).

To populate morphological database we use data generated by processes described in the previous

section. We use XML as output of these processes (example is presented in the Fig. 5.)
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<?xml version="1.0" encoding="WINDOWS-1250"?>
<hniezdo xmins=""
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:Schemalocation="http://lingua.cnl.tuke.sk/~soltysova/hniezdo.xsd">
<nazov_hniezda>otec</nazov_hniezda>

<heslo>
<nazov_hesla>otec</nazov_hesla>
<morf_info>

<slovny_druh>podstatné meno</slovny_druh>
<dalsie_info> otca D -ovi/arch. -u v osloveni i arch. ot¢e mn. -ovia .</dalsie_info>
</morf_info>
<vyznams>
<vyklad> 1. muz vo vzt'ahu k svojmu dietatu</vyklad>
<priklad>starostlivy o.</priklad>
<priklad>je cely po o-ovi podoba sa mu</priklad>
<priklad>stary o. vo vztahu k vnuéatu</priklad>
<priklad>pren. kniz. duchovny o. revollcie</priklad>
<priklad>nab. nebesky O.
</vyznam>
<vyznams>
<vyklad>2. muz, kt. zastupuje otca al. ma k niekomu, nie€omu vzt'ah ako otec</vyklad>
<priklad>krstny o.</priklad>
<priklad>0. naroda, o-via mesta</priklad>
<priklad>nab. duchovny o. vodca, radca v duch. veciach </priklad>
</vyznam>
<vyznams>
<vyklad> 3. test’ al. svokor </vyklad>
</vyznam>
<vyznam>
<vyklad> 4. (v osloveni) star§i muz </vyklad>
<priklad> manzel </priklad>
</vyznam>
<vyznams>
<vyklad> 5. iba mn. kniz. predkovia </vyklad>
<priklad>dedi¢stvo o-ov</priklad>
</vyznam>
<vyznams>
<vyklad> 6. cirk. titul duchovnych os6b </vyklad>
<priklad>Svéty O. papez</priklad>
<priklad>o. kardinal, o. biskup </priklad>
</vyznam>
<sklonovacie_tvary>
<singular>
<nominativs>otec</nominativs>
<genitivs>otca</genitivs>
<dativs>otcovi</dativs>
<akuzativs>otca</akuzativs>
<lokals>otcovi</lokals>
<instrumentals>otcom</instrumentals>
</singular>
<plural>
<nominativp>otcovia</nominativp>
<genitivp>otcov</genitivp>
<dativp>otcom</dativp>
<akuzativp>otcov</akuzativp>
<lokalp>otcoch</lokalp>
<instrumentalp>otcami</instrumentalp>
</plural>
</sklonovacie_tvary>
</heslo>

Fig. 5 — XML output of processed dictionary entry
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Fig. 6 — conceptual model of morphological database

4 Conclusion

The purpose of the paper is to illustrate processes regarding building electronic morphological database,
highlights the drawbacks of them. We would like to persuade lexicographers to include IT specialists in
the project teams and develop corresponding data structures (and respect it, of course). To be not bound by
strict data structure provided by relational data model, we propose XML technology that could be used in
these types of the projects. XML technology is mature enough to provide appropriate flexibility to cover
needs in all dictionary entry structure variations. On the other side, other technologies provide tools for
transformation of XML specification to the formats suitable for presentation of data on the WWW or in
the printed form (PDF, text version).

References

[1] OravecJ., Laca V.: Prirucka slovenského pravopisu pre Skoly. SPN, Bratislava, 1978.

[2] Soltysova A.: Spracovanie zdznamov on-line verzie Kritkeho slovnika slovenského jazyka.
Diplomova praca. KPI FEI technicka univerzita v KoSiciach. 2006

[3] Slovenské slovniky. Jazykovedny tdstav I’. Stira SAV.
http://slovniky. juls.savba.sk/

[4] Krétky slovnik slovenského jazyka. Bratislava: Veda 2003, available on-line at
http://slovniky. juls.savba.sk/



Development of a Russian Tagged Corpus
with Lexical and Functional Annotation™

Igor Boguslavsky, Leonid lomdin, Tatyana Frolova, Svetlana Timoshenko

Institute for Information Transmission Problems, Russian Academy of Sciences, Moscow
bogus@iitp.ru, iomdin@iitp.ru, frolova@iitp.ru, nyrestein@gmail.com

Abstract. A project aimed at creating a deeply tagged corpus of Russian texts with morphological,
syntactic, lexical semantic and lexical functional annotation is presented.

1. Introductory Remarks

Tagged corpora are primarily intended for providing the basis for linguistic research in all fields of the
vocabulary and the grammar (including changes occurring in the language throughout its history). There
are two significantly different areas of such research. On the one hand, there are traditional linguistic
studies for which mass material of texts is needed: such demand is much easier met if good and deeply
tagged corpora are available. On the other hand, modern computational linguistics itself becomes an eager
and interested user of such corpora as these are used on an increasing scale as training sets in machine
learning. As a result of such learning, computer programs enhance their capability for extracting
sophisticated types of data, which are contained in training text sets, from new texts. Generally speaking,
the deeper the level of corpus annotation, the more advanced types of information could be learned from
the corpus.

Recently, a new project has been started by the Laboratory of Computational Linguistics (LCL) of the
Institute of Information Transmission Problems in Moscow, aimed at supplying SynTacRus, the
morphologically and syntactically tagged corpus of Russian texts, with lexical semantic and lexical
functional annotation. The enhanced corpus will serve both areas of linguistic research: traditional and
computational.

2. SyNTaGcRus Treebank

The Russian dependency treebank, SyNTacRus, developed and maintained by the LCL (Boguslavsky et al.
2002, Apresjan et al. 2005), currently contains about 40,000 sentences (roughly 520,000 words) belonging
to texts from a variety of genres (contemporary fiction, popular science, newspaper, magazine and journal
articles dated between 1960 and 2008, texts of online news, etc.) and is steadily growing. It is an integral
but fully autonomous part of the Russian National Corpus developed in a nationwide research project and
can be freely consulted on the Web'.

Since Russian, as other Slavic languages, has a relatively free word order, SynTacRus adopted
a dependency-based annotation scheme, in many respects parallel to the Prague Dependency Treebank
(Hajic et al., 2001).

So far, SyNTaGRus is the only corpus of Russian supplied with comprehensive morphological and
syntactic annotation. The latter is presented in the form of a full dependency tree provided for every
sentence. In the dependency tree, nodes represent words annotated with parts of speech and morphological
features, while arcs are labeled with syntactic dependency types. There are over 65 distinct dependency
labels in the treebank, half of which are taken from Igor Mel’Cuk’s Meaning < Text Theory (see e.g.
Mel’cuk, 1988).

* The study and preparation of these results have received funding from the EC's Seventh Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX. This study has also received partial funding from the
Russian Foundation of Basic Research (grant No. 08-06-00373), which is gratefully acknowledged.

! See http://www.ruscorpora.ru/syntax-search.html.
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Fig.1 below is a sample dependency structure for the sentence

Hauboavuee sosmywenue YUACMHUKO8 MUMUH2A 8613641

MoSt e indignationy,,.. participant, .,  meeting g CAUSE xs1.pore. sommase.co
MPOIOTKAFOIIUNCS pocTt eH Ha OC€H3UH,
CONLINUE 1y prss. napimr s6.masC.0M growth g o Price ;. cex ON,,  Petrolg .

YCIMAHABAUBAEMBIX — HEPMSHLIMU — KOMNAHUSIMU

S€loarrenes,renreassonoy OU-AJ s COMPANY p o

‘It was the continuing growth of petrol prices set by oil companies that caused the greatest indignation
of the participants of the meeting’.

M Sentence: Hanboapwee Eo3tsye HHE YUACTHHHOB MHTMHIA BbIZBA1 NPOO0HAHIWMHCA POCT UEH Ha ... |_- |@@

File

Hambomnies HAMEONBIUMA | & E[ CPER BIH

Fig.1. A syntactically tagged sentence.

Dependency types used in Fig. 1 include:

1.

npemuk (predicative), which, prototypically, represents the relation between the verbal predicate as
head and its subject as dependent;

. 1-xommn (first complement), which denotes the relation between a predicate word as head and its

direct complement as dependent;

. areHt (agentive), which introduces the relation between a predicate word (verbal noun or verb in the

passive voice) as head and its agent in the instrumental case as dependent;

. KBa3uareHT (quasi-agentive), which relates any predicate noun as head with the word implementing

its first syntactic valency as dependent, if such a word is not eligible for being qualified as the noun’s
agent;

. onpen (modifier), which connects a noun head with an adjective/participle dependent if the latter

serves as an adjectival modifier to the noun;

. ipeant (prepositional), which accounts for the relation between a preposition as head and a noun as

dependent.
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Dependency trees in SYNTAGRUS may contain non-projective dependencies.

Normally, one token of the sentence (roughly, a word taken from space to space) corresponds to one node
in the dependency tree. There are however a noticeable number of exceptions, the most important of
which are the following:

1. compound words like nsmudecsmusmascueni ‘fifty-storied’, cmonsmudecsmunsimumu-
aumempossii ‘one hundred fifty five millimeter wide’, where one token corresponds to two or more
nodes;

2. so-called phantom nodes for the representation of hard cases of ellipsis, which do not correspond
to any particular token in the sentence; for example, st kynua pybawiky, a on zaacmyx ‘I bought a shirt and
he a tie’, which is expanded into st kynua pybawky, a o Kynuapyantom 2acmyk ‘I bought a shirt and he
boughtpuantom a tie’;

3. multiword expressions like Bo uTo 651 TO HU cTano ‘whatever happened’, where several tokens
correspond to one node.

Morphological and syntactic annotation for SynTacRus is performed semi-automatically: each
sentence of the corpus is first processed by the rule-based Russian parser of an advanced multipurpose
NLP system, ETAP-3 (Apresjan et al., 2003) and then edited manually by linguists, who correct errors
made by the parser and handle cases of ambiguity that cannot be reliably resolved without extralinguistic
knowledge.

Morphological annotation in SyNTaGRus is based on a comprehensive morphological dictionary of
Russian that counts about 130,000 entries (over 4 million word forms). The ETAP-3 morphological
analyzer uses the dictionary to produce morphological annotation of words belonging to the corpus,
including the lemma, the part-of-speech tag and additional morphological features dependent on the part
of speech: e.g. values of such features as 1) animacy, gender, number, case, degree of comparison, short
form — for adjectives and participles, 2) representation (with values of finiteness, infinitive, participle, or
gerund), aspect, tense, mood, person, voice — for verbs, etc. The morphological analyzer operates in
a context-free manner, offering almost no morphological disambiguation for the sentence.

The syntactic parser processes morphologically analyzed sentences using a sophisticated set of
syntactic rules, or syntagms, that produce one binary syntactic link each. Unlike many similar parsers,
ETAP-3 uses no statistics-based prior part-of-speech tagging module.

When editing SynTacRus annotation, the developers use a powerful software tool, Structure Editor,
which enables them to easily access all sorts of data necessary for efficient work (ETAP-3 dictionaries and
rules) and handle even the hardest cases in a smooth and consistent way.

SyNTaGRus has already been used for a number of linguistic research and application tasks. In
particular, it has been used as benchmark in regression tests designed to ensure stable performance of the
ETAP-3 Russian parser in the course of its development (see e.g. Boguslavsky et al. 2008) and as a source
for the creation, by machine learning methods, of a successful statistical parser for Russian (Nivre et al.,
2008).

3. Lexical Semantic Annotation

Lexical semantic annotation means that, for all cases of word sense ambiguity of the corpus, the concrete
lexical meaning should be identified and explicitly marked. In its present state, SyNTacRus does not
provide exact lexical meanings, showing only the lemmas of the words occurring in texts. This means that
lexical ambiguity is only resolved in the corpus if ambiguous words happen to have different lemmas and/
or different part of speech tags. Accordingly, SyNTacRus distinguishes between neus as a verb (‘bake’)
and neus as a noun (‘oven’) or the pronominal adjectives cam ‘oneself” and cawmsiii ‘very’, so that
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ambiguous sentences containing ambiguous word forms like Ona a06um neus ‘She likes to bake’ vs. ‘She
likes the oven’, or 4 3nato camozo zaasrozo undicenepa ‘1 know the chief engineer himself’ vs. ‘I know
the most important engineer’ can be distinguished in the corpus. Conversely, if ambiguous lexemes (no
matter whether they belong to one polysemic vocable or are lexical homonyms) have the same lemmas,
they are not distinguished. For this reason, even very different words are underrepresented if they happen
to have the same lemmas.

In the new corpus, all ambiguous lemmas will be supplied with concrete word senses as they are
specified in the combinatorial dictionary of Russian. This dictionary is a vital component of the ETAP-3
linguistic processor that counts almost 100,000 words. Thanks to this annotation, corpus users will be able
to search for lexical meanings of words and study lexical ambiguity in broad linear and syntactic context.
Among other things, we expect that such data will contribute to the development of a statistically driven
module of automatic word sense disambiguation for Russian.

Benefits that accrue from lexical semantic annotation of the corpus can be illustrated by the ambiguous
Russian verb moakosams. This verb has (at least ) three manifestly different lexical meanings:
moaxogams I ‘interpret’, “define’ (in a dictionary, law etc.), as in Pyccxkue caoeapu moaxkyrom
uecmoobue Kax HezamugHyro uepmy xapaxmepa ‘Russian dictionaries interpret ambition as a negative
character trait’, moskoeams 2 ‘explain insistently’, ‘try to convince’ Ow moaxoeas mHe, nouemy
si owmubaroce ‘He was explaining to me why I am wrong, and mo.axosams 3 ‘converse’, ‘discuss’, ‘reason’,
as in Oxu doszo moaxosaau o uem-mo ‘They conversed long about something’. Importantly, these lexical
units have very different linguistic properties. These properties, fully documented in the dictionaries of
ETAP-3, include

(1) valency structures (mosakogams 1 has a subcategorization frame close to that of
unmepnpemuposams ‘interpret’: moaxosames umo-a. kax umo-a. ‘define smth. as smth’ or mosxosams
umo-a. uepe3 umo-4. ‘define smth. through <with, by way of> smth.; the subcategorization frame of
mosxkoeams 2 resembles (but is not identical to!) that of obssichsame ‘explain’: moakogams o0 uem-a.
Komy-a. ‘explain smth. to smb’, whilst moaxosame 3 approaches the behavior of the symmetrical verb
becedosamyn ‘talk’: moaxosame o uem-a. ¢ kem-a. ‘speak about smth. with smb’;

(2) derivation (mosxosams 1 has a deverbal noun mosxosanue ‘act of interpretation’ or ‘lexicographic
definition’, while moakosams 2 and moaxoeams 3 have no derivatives), and even

(3) morphological peculiarities ‘moskogams 1 is a transitive verb which has passive forms but it has no
perfective aspect; moakosams 2 is, formally, a transitive verb (even though its direct object can only be
realized by certain pronouns in the accusative case, like moakogaau umo-nubyds, <makoe, ceoe>
‘explained something <something of this kind, their own thing>") but has neither passive forms or
perfective aspect, whereas mo.ixosame 3 is an intransitive verb that has no passive forms but it has the
perfective aspect nomo.kosamy).

In a lexically underspecified corpus, it is impossible to sort out sentences that contain mo.ikogams in
one particular sense, so it would be hard to establish, validate or rectify the information on specific lexical
units, which could otherwise be used in many actual tasks (including those requiring machine learning).

It should be emphasized that, since SyNTagRus is compiled semi-automatically, in many cases the
linguist expert that edits the results of automatic parsing corrects the resulting structure containing
particular words even it is not corroborated by the existing dictionary or grammatical data (which may be
incomplete or not very accurate), without actually updating such data — the natural reason being that the
expert may lack expertise, authority, or simply time. As a result, the deeply tagged corpus — not only
SynTacRus but any corpus built on similar principles — acts, in many respects, as a source of invaluable
data for linguists.

To continue with the example of mo.xosame, a corpus that distinguishes word senses will enable us to
see that e.g.
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(a) the sentence Pecmopanmbvie ca08apu MOAKYIOM O KAKOM-MO cOyce U Kawimauax ‘restaurant
dictionaries [whatever these are!] talk about some sort of sauce and chestnuts’ contains the word
moaxogams 2, rather than mo.axosams I, which could be anticipated in the context of the word c.06apu
‘dictionaries’;

(b) for subtle semantic reasons (writing techniques hardly needs interpretation, and interpretation
hardly requires an addressee) the sentence Ilomwuio, Kak OH YyablOAACS, MOAKYSL MHe KUMANCKYIO
nucvmenrocme ‘I remember how he was smiling, explaining to me Chinese writing’ also contains the
word moakosamw 2 despite the fact that the verb in this sense hardly accepts a non-pronominal direct
object, unlike moskosame I — and the respective piece of information on this verb sense should be added
to the dictionary;

(c) the sentence Borocw, umo oHa 3mo npespamno NOHUMAem U moaxyem, kax 6yomo si 3a0via ee u He
xouy ee sudems ‘I am afraid that she misapprehends it and interprets (it) as though I have forgotten her
and do not wish to see her’ contains mosxosame I even though its third valency (of content) is presented
in a highly non-canonical way — by a subordinate clause introduced with the conjunction kak 6ydmo.

As follows from these examples, it is not at all easy to provide quality lexical semantic annotation of
the corpus: this endeavour requires much time — and intellectual labour — of experienced annotators. The
amount of work to be done can be properly assessed if we take into account the number of ambiguous
words in 100,000-strong ETAP-3 dictionary (ca. 3,300 vocables whose lexemes share the same lemma
names, representing about 6,700 word senses). We strongly believe, however, that the resulting corpus
will be well worth this effort.

Fig. 2 below presents the structure of a corpus sentence from (c) with ambiguous words marked for
concrete senses (here, words umo 1, moakosams 1, kak 6ydmo 1, u 1 and re 1 specify such senses), while
Fig. 3 summarizes the information on one of the respective lexemes — mo.ikosame 1.
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Fille  Edit
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Fig.2. A sentence tagged for syntax and lexical semantics

Most of the boxes of the view presented by Fig. 3 are self-evident. KS name is that of the the word’s
entry in the combinatorial dictionary of ETAP-3: it is clear that the corpus essentially relies on this
particular dictionary, so that future researchers working with this corpus may require access to it.

So far, the number of SynTacRus sentences fully tagged for word senses is over 6,000, and it is
constantly growing.

Apparently, lexical semantic annotation adds predictive power to the corpus and makes it a much more
valuable linguistic resource.
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Fig.3. Properties of a specific word from the corpus sentence.

4. Lexical Functional Annotation

Lexical functional annotation consists in detecting lexical functions (LF) and their values in texts and
tagging them for this type of data. Specifically, we plan to reveal occurrences of collocate type LFs in the
sentences of SynTagRus and record them as part of sentence annotation. As a result, ample LF material
will be available to researchers. So far, very few dictionary resources have provided such data. If
collocates are marked in the text, direct observation and research of contexts in which lexical functions are
realized will be possible. These data are of immense value for natural language processing systems.

The notion of lexical function was first proposed by the author of the Meaning « Text linguistic
theory, Igor Mel’€uk, in 1970s and has been extensively studied and developed by the Moscow Linguistic
School, in particular, by the Laboratory of Institute of Information Transmission Problems with active
participation of Juri Apresjan. We have developed a number of NLP applications using LFs, including
machine translation, where LFs are used to resolve lexical and syntactic ambiguity and achieve idiomatic
translation of collocations, and an experimental system of synonymous paraphrasing for Russian.

A prototypical LF is a triple of elements {R, X, Y}, where R is a certain general semantic relation
obtaining between the argument lexeme X (the keyword) and some other lexeme Y which is the value of
R with regard to X (by a lexeme in this context we mean either a word in one of its lexical meanings or
some other lexical unit, such as a set expression). Y is often represented by a set of synonymous lexemes
Y1, Yy, ...., Y, all of them being the values of the given LF R with regard to X. To give a simple example,
MAGN is a LF for which the semantic relation is ‘high degree’. Respectively for English,

MAGN (desire) = strong / keen / intense / fervent / ardent / overwhelming,
and for Russian,

MAGN (otcenanue) = cuavHwiil /ynopuuiil/ Hacmoiiuugwiii / zopsiuuti / cmpacmusviii / Heydeporcumviii /
Heymoaumbwlit / 60abulol.
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Two types of LFs are distinguished: — paradigmatic LFs (substitutes) and syntagmatic LFs (collocates,
or parameters).

Substitute LFs replace the keyword in the given utterance without substantially changing its meaning
or changing it in a strictly predictable way. Examples are synonyms, antonyms, converse terms. A special
subclass of substitute LFs is represented by various types of derivatives of X (nomina actionis, as in to
encourage — encouragement, typical agents, as in to build — builder or to judge — judge, typical patients, as
in to nominate — nominee, to teach — student and the like). All of them play an important role in
paraphrasing sentences. Cf., for example: She bought a computer for 500 dollars from a retail dealer — A
retail dealer sold her a computer for 500 dollars — She paid 500 dollars to the retail dealer for a
computer — The retail dealer got 500 dollars from her for a computer

Collocate LFs appear in an utterance together with the keyword. Typically, such LFs either dominate
the keyword syntactically or are dominated by it, although more elaborate syntactic configurations
between the keyword and an LF value are not infrequent. Typical examples of collocate LFs are adjectival
LFs, such as MAGN, or support verbs of the OPER / FUNC family.

This family of LFs can be exemplified by OPER 1 — a semantically empty verb such that the first
actant of a certain situation functions as the subject of this verb and the name of the situation itself is the
verb’s first object: In Russian, OPER 1 (xormposv) = ocywecmaasime (cf. to exercise control).

In much the same way, OPER 2 is a semantically empty verb such that the second actant of a certain
situation functions as the subject of this verb and the name of the situation itself is the verb’s first object:
OPER2 (koumpoav) = nodsepzamecsi (KOHmMpoa), Haxodumvcsi nod (Konmposaem), Ovime nod
(konmponem). (cf. be under control),

Collocate LFs play a leading role in the paraphrasing system of ETAP-3, providing paraphrases like
He respects his teachers — He has respect for his teachers — He treats his teachers with respect — His
teachers enjoy his respect’, or The United Nations ordered Iraq a report on chemical weapons — the
United Nations gave Iraq an order to write a report on chemical weapons — Iraq was ordered by the
United Nations to write a report on chemical weapons — Iraq received an order from the United Nations
to write a report on chemical weapons.

We are planning to mark a substantial part of our corpus with lexical functional annotation, too. As
with syntactic and lexical semantic annotation, this work will be done semi-automatically. Since the
ETAP-3 parser has a set of special post-syntactic rules that identify arguments and values of most
collocate LFs (primarily if they appear in prototypical syntactic positions), the results will be used as raw
material for manual correction and tagging by the annotator.

To give an example, for the sentence JIus npoausnoii doscds ‘A heavy rain was pouring’ the parser
will provide the following information on lexical functions:

MAGN(JIOX/Ib) = TTPOJIMBHOM
FUNCO(IOX/1b) JIUThI

These data will supplement the syntactic and lexical semantic tagging of SyNTacRus. By the end of the
year 2009, we expect to have at least 1,000 sentences of the corpus marked for lexical functions.
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Abstract. We have identified the key role of the importance of national medical terminologies and the
key role of syntactic tools in the creation of electronic health record. We propose actions to achieve
full semantic interoperability across not only European but global worldwide health systems. The
health is not a privilege of English speaking people.

Keywords: Electronic Health Record, Medical Terminology, Semantic Interoperability, eHealth

1. Introduction

The specific natural communication tool of the man is the language. The elements of the languages are
organized in vocabularies, dictionaries, lexicons, thesauri, encyclopaedias etc. [28, 35, 38, 55, 61]. There is
no science or human activity for which the communication is so important as it is for medicine and health
care [29, 30]. Therefore, medicine has always paid an extraordinary attention to ontology and terminology
[22, 24, 27, 38, 44, 47, 49, 53, 60, 66]. There is, however, a considerable disunity in the field of medical
terminology on the meaning of several concepts, terms, names including the names of drugs [20, 33, 36,
50, 69].

In the era of information communication technology the computer science is man’s powerful tool is [11,
23, 30, 31, 34, 37, 43, 45]. It enables to carry out the healthcare more effectively than ever before. In medicine
and healthcare, during the implementation we encounter, however, with many barriers that make the
understanding between the man — machine — man difficult if not impossible. The machine does not understand
neither concepts nor terms without coding. The man, other hand, does not understand encoded concepts or
terms in a strange language. Therefore, there must be a way of translating concepts into a digital form
[encoding] and even a way of translating encoded concepts from a source language into a target one. There are,
in our opinion, only one way how to try to solve this problem — each participant of the Unified Medical
Language System must posses their own national coded terminology — e. g. translation of SNOMED CT. Thus
can be obtained a national dictionary — a system of encoded concepts or terms with their semantic meanings.
Their aim is to generate machine readable representations of medical concepts. This would facilitate its
adoption as the standard for medical knowledge representation in biomedical informatics [40]. For more than
15 years, the European Commission has recognized the importance of terminologies and interoperability by
funding research in this fields. Therefore, in its Semantic HEALTH roadmap various challenges in respective
domains have been pointed out requiring to take actions on the path to semantic interoperability in order to
support European health services. A policy of incremental steps and a focused, modest approach to terminology
development in an open, collaborative environment is the ultimate recommendation resulting from the projects
work [3, 4, 23, 58].

The issues of technical standardization are no longer the most prominent ones in realizing the
interoperability. The most challenging part still to achieve is semantic interoperability of Electronic Health
Record systems. It plays a prominent role in the recently published Recommendation on Interoperability
of Electronic Health Record Systems (COM(2008)3282). It calls not only for interoperability at regional
and national level but also at EU level — a goal which realistically might take another 20 years to be fully
achieved [58].
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As far as we know, however, there are no studies on interoperability between medical terminologies in
the countries of the Slav community. It is, therefore, an important challenge to form prerequisites —
organizational, institutional as well as personal ones - for the development of semantic and syntactic tools
enabling the interoperability between the languages of member states of EC and Slav languages.

2. What does semantic interoperability mean?

According to the Recommendation of EC semantic interoperability [58] means ensuring that precise
meaning of exchanged information is understandable by any other system or application not initially
developed for this purpose, whereas computer interoperability of electronic health record means the ability
of two or more electronic health record systems to exchange both computer interpretable data and human
interpretable information and knowledge [58].

There are four levels of interoperability, two of them relating to semantic interoperability (SIO). To
explain and distinguish the 4 different levels, consider the following scenario [58]: 50-year old patient
recently moved from Slovakia to Ireland to take up his new job. A few weeks after arrival, he falls ill,
consults his local (Irish) general practitioner (GP) and is transferred to the next hospital for further tests.
Depending on the level of established SIO the hospital has to initiate the following steps:

Level 0 — no interoperability at all: The patient has to undergo a full set of lengthy investigations for
the doctor to find out the cause of his severe pain. Unfortunately, results from the local GP as well as from
his Slovak GP are not available at the point of care within the hospital due to the missing technical
equipment.

Level 1 — technical and syntactical interoperability: patient's doctor in the hospital is able to receive
electronic documents that were released from the Slovak GP as well as his local GP upon request. Widely
available applications supporting syntactical interoperability (such as web browsers and email clients)
allow the download of patient data and provide immediate access. Unfortunately, none of the available
doctors in the hospital is able to translate the Slovak document and only human intervention allows
interpretation ofthe information submitted by the local GP to be added_into the hospitals information
system.

Level 2 — partial semantic interoperability: The Irish hospital doctor is able to securely access, via the
Internet, parts of patient's Electronic Health Record released by his Slovak GP as well as by the local GP
that he had visited just hours earlier. Although both documents contain mostly free text, fragments of high
importance (such as demographics, allergies, diagnoses, and parts of medical history) are encoded using
international coding schemes, which the hospital information system can automatically detect, interpret
and meaningfully present to the attending physician.

Level 3 — full semantic interoperability, co-operability: In this ideal situation and after a thorough
authentication took place, the Irish hospital information system is able to automatically access, interpret
and present all necessary medical information about the patient to the physician at the point of care.
Neither language nor technological differences prevent the system to seamlessly integrate the received
information into the local record and provide a complete picture of the patient's health as if it would have
been collected locally. Further, the anonymous data feeds directly into the tools of public health authorities
and researchers.

It must be kept in mind that SIO implementation also depends on social, cultural and human factors
within respective organisation, region and country, system and time period.
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3. Classification, Nomenclatures and Thesauri

Statistically reliable data based on qualified classifications are essential for an efficiently regulated Health
Care System [35, 38, 55, 61]. Appropriate classifications help to unite various medical terms. [5, 42, 51,
52, 68], There are many classification systems in medicine and Health Care Systems, as follows

ICD [10] — International Classification of Diseases released by the World Health Organization [WHO]
serves globally as a diagnosis related classification and is the basis for internationally comparable
mortality. However, many countries have issued their own version of ICD. For example Deutsches Institut
fiir medizinische Dokumentation und Information [DIMDI], in GB ICD-9 is still in use and so on.

There are also versions of ICD-10, such as ICD-O-3 — a special adaptation for the documentation of
tumours, ICF — International classification of Functioning, Disability and Health. It is a result of medical
progress and the rising life expectancy age, chronic illnesses and the treatment of persons with permanent
defects. The concept of “disease” itself is no longer sufficient to describe the population's state of health etc.
[67].

MeSH - the Medical Subject Headings, a medical thesaurus published and annually updated by the US
National Library of Medicine (NLM) in Bethesda (Maryland, USA). It is used for cataloguing library
holdings and indexing databases that are produced by the NLM (e. g. MEDLINE). Since a comparable
thesaurus is missing, the MeSH has been translated into many languages including Slovak and among
others also German [46].

UMLS - United Medical Language System that includes medical terms and semantic relations
between them. The terms originate from about 100 heterogeneous conceptual order systems and medical
nomenclatures of many languages. DIMDI for example supplies extensive German-language vocabularies
to the UMLS annually and, in the meantime, has made German second most frequent language in the
Metathesaurus [64].

SNOMED CT® (Systemized Nomenclature of Medicine Clinical Terms) & IHTSDO (International
Health Terminology Standards Development Organization in Copenhagen [Denmark] was formed in 1991
by USA's SNOMED RT and UK's CTV3 (Read codes). SNOMED CT owned by the College of American
Pathologists [Northfield, DC] [32,52, 56, 57].

SNOMED CT® is a comprehensive clinical terminology that provides clinical content and expressivity
for clinical documentation and reporting. It can be used to code, retrieve, and analyse clinical data. The
terminology comprises concepts, terms and relationships with the objective to precisely represent clinical
information across the scope of health care. Content coverage is divided into 19 hierarchies (e. g. clinical
finding, procedure, observable entity etc.).

SNOMED CT provides a standard for clinical information. Software application can use concepts,
hierarchies, and relationship as a common reference point for data analysis. SNOMED CT serve as a
foundation upon which health care organizations can develop effective analysis applications to conduct
outcomes research, evaluate the quality and cost of care, and design effective treatment guidelines.

Standardized terminology can provide benefits to clinicians, patients, administrators, software developers
and payers. Clinical terminology can offer the health care providers accessible and complete information
pertaining to the health care process more easily(medical history, illnesses, treatment, laboratory results, etc.)
and thus can result in improved patient outcomes. A clinical terminology can allow a health care provider to
identify patients based on certain coded information in their records, and thereby facilitate follow-up and
treatment.

We would like to inform you about some problematic issues with which we are often encountered in
the creation of Slovak medical terminology and translation of SNOMED CT®.

The vocabulary used to describe terminologies, ontologies, and classification systems has always been
a source of confusion, since different authors used the same words differently.[58]
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4. Unified medical languages and communication barriers

Most considerations about eHealth are based on a false assumption that there exists a unique
international terminology (Latin-Greek or English) and it is only a question of time, when all countries
will accept and employ it. The history, however, teaches us that there is no nation that renounces its
mother tongue on its own free will, even if it is not for it its sake [29, 30].

Unfortunately, the health care administrators and health care providers are not aware of all real
requirements in computerization of medicine and health care system. There are many obstacles that hinder
the employment of computers and the implementation of information systems in practice.

The communication barriers are various, as follows:

B linguistic regional barriers — there are about 3000 thousand languages in the world [without
dialects]” the question is: should all the nations have their own medical terminology?

B interpersonal barriers — doctor/patient, doctor/other health professionals (it is difficult for the
layman to understand many professional terms: should be the medical terms for the patient's sake
expressed in colloquial language?)

M interdisciplinary barriers — each science has its own language as one of its main characteristics,
has its own tools and rules; the language has a function as the organizer of the knowledge etc. (the are
more than 100 medical disciplines or branches with their own terminologies; e. g. Terminologia
anatomica, Nomina histologica and Nomina embryologica, which act as standards in their fields [1,8, 10,
13 - 18, 21, 22, 39, 48, 54, 59, 62, 70, 71]. These terminologies are available only in Latin and English
and their worldwide adoption is subject to the addition of terms from other languages; on the other hand,
Nomina anatomica, the previous standard, has been widely translated)

M legislative barriers — there are many conventional nomenclatures, classifications and other systems
reached by mutual achievement between professional or scientific associations, e. g. example Systeme
International of Units and Quantities — SI, International Union of Pure and Applied — IUPAC
International Federation of Clinical Chemistry etc.

H Alphabetical differences — Cyrillic, Chinese etc. scripts

B However, the main problem that could be most easy solved is the discrepancy between US and
European terminologies and standards

A medical terminology enables the employment of information and communication technology in
making the health care system more effective and economically favourable.

Based on the SNOMED CT® every language can formulate its own medical terminology, i. e. its own
extension of the core. A number of incorrect and misleading terms are to be replaced. Each term must
have a unique code number and must be supplied with a national equivalent. The use of eponyms is
discouraged, but a list of well known ones can be appended to facilitate accessibility of older literature.
Relevant suggestions about amendments are eagerly awaited and a broad basis of endorsement among the
medical scientific world is hoped for.

The nomenclature is presented either per system or organ or according to the main domains of the
medical science and health care. An alphabetic index follows medical terminology as well as English and
Latin medical terminology list. These translation products should be edited in form of national
terminological dictionaries [41, 42].

The creation of coded national medical terminology is, however, only one part of the problems. If we
have a dictionary, it does not mean, that we are able to form sentences, statement, judgements and so on.
Each interested party or the system as a whole must have available syntactic tools for the creation of
electronic health records and similar products.
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We consider the work on the creation of national coded medical terminology as a starting point for
any further activities associated with the computerization of the healthcare system.

The National eHealth Strategy included in the implementation priorities for eHealth development in
Slovakia a possibility of the existence of the national terminology as a natural prerequisite, but which in
fact does not exist in a consistent and coded form.

The most important issues of the National eHealth Strategy comprise these tasks:

M development of the National Healthcare Information System

M healthcare related national portal for both, professionals and public

B upgrading the network of national healthcare providers with provisions for domestic and
international interoperability

M citizen and professional electronic health identification cards

M ePrescription/e-Medication

H active participation in development of electronic health record in close cooperation with EuroRec
and ProRec Center Slovakia

M telemedicine and independent living

B ICT supported home — health and social — care systems [65]

B knowledge based advisory and decision support (expert) systems for general practitioners,
clinicians, and management

M introduction of the surveillance systems with regard to clinical practices, patient, safety, and quality
of care certification of clinical guidelines

H application of ICT and healthcare related standards (from CEN TC,s; and ISO,;5, SNOMED CT,
HISA, DICOM, ...)

S. Summary and propositions

As the most important tasks in the field of the computerization of eHealth we can consider:

1. Unification of International systems of terminology, nomenclature and classification (SNOMED
CT, MeSH, ICD, SI etc.) and their worldwide acceptance. Unfortunately, disunity of expression of names
of units and quantities still persists mainly in physics, chemistry and biochemistry, e. g. of the names of
measures, weights, lengths etc.

2. Creation of a system of coded unified and certificated national medical terminology in general
and subsequent creation of particular domains terminology (biology and genetics, anatomy, histology,
embryology, individual disciplines of clinical medicine and paramedical sciences and so on); elaboration
of a database of preferred medical terms and of their synonyms and eponyms.

3. Inclusion of the medical terminology in the national thesauruses (Corpus) and coordination of
terms from other related discipline (“exact” sciences, as biophysics, biochemistry and molecular biology,
“metatheoretical” sciences, as biomathematics, biostatistics, etc., psychology, sociology, ethics etc.).

4. Establishment of an Expert Committee for settlement of a Consensus between Slave nations in
the field of coded medical terminology that will enable interoperability between them in termsof
worldwide medicine without frontiers.

5. Putting a section (column) in the web site of JULS with editorial board as an informal body
devoted to the international questions of medical terminology.
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Russian Dictionary Base — First Steps
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Abstract. The present paper deals with digitization of the Russian explanatory dictionaries. The aim
of this paper is to present the main ideas of the digitization project for explanatory dictionaries of
Russian and to describe the current state of the data sources. This project is intended to be realized in
cooperation of the Faculty of Philology and Arts, St. Petersburg State University, Russia and the
Faculty of Informatics, Masaryk University, Brno (FI MU), Czech Republic. The ultimate aim is to
provide lexicographic software tools for developing explanatory dictionaries of Russian.

1 Introduction

The information society has become very quickly a computerized one. Constantly, new technologies come
to new spheres of human activity. The arrival of corpus linguistics and corpora have become a relevant
point in this respect. The corpora stimulated a considerable progress that has been gained in the field of
automatization of lexicographic work. This has its own reason. There is no integrated software that
enables to work both with traditional dictionaries and new electronic sources of lexical data.

The present paper deals with the explanatory Russian dictionaries.

The first explanatory dictionaries of Russian date as back as to the beginning of the XIXth century.
Among dictionaries of contemporary Russian we can name Ushakov's Dictionary (1920-1930s) [1],
Ozhegov's Dictionary (the first edition was published in 1949) [2], the Dictionary of the Russian Language
in 17 volumes (also known as BAS — “Bol’shoj akademicheskij slovar’ russkogo jazyka”, 1948-1965) [3],
the Dictionary of the Russian Language in 4 volumes [4](also known as MAS — “Malyj slovar’ russkogo
jazyka”, 1957-1961), the Complex Normative Dictionary of the Modern Russian Language
(“Komplexsnyj normativnyj slovar’ sovremennogo russkogo jazyka”) [S], and the Dictionary of the
Russian Language in 25 volumes (also known as the “new” BAS — “Bol’shoj akademicheskij slovar’
russkogo jazyka”, since 2005) [6].

The intention is to collect resources of these dictionaries within the one framework. All these data will
be converted into the well-structured format (e.g., XML format) and concentrated in a unified database.
Such a database will be prepared for all kinds of linguistic research.

The idea has been existing for several years and was inspired by several similar projects abroad, as the
Celex database [7], and the Czech lexical database [8, 9].

2 Entry Structures

As can be observed, the lexicographers follow several general but rather pragmatic principles in building
the dictionary definitions. In other words, the techniques applied in building dictionary definitions are
based on the selected general principles but we can hardly say that they form a consistent and complete
theory. Though lexicographers use well-established techniques, many objections can be raised with regard
to the consistency of the dictionary definitions, both from the formal and from the semantic point of view.
Most of dictionaries of the same type have different structure of entries. A considerable number of the
dictionary definitions are expressed just by examples. It is useful to have a look at the types of the
definitions (meaning descriptions) that can be found in dictionaries:
* definitions using genus proximum (GP) and the distinguishers (differentia specifica); these are
mostly typical for nouns: e.g. poodle = a dog with thick curling hair;
* definitions using semantic components or features (primitives), quite often with verbs: e.g. kill
= cause to die;
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* definitions based on the relation of troponymy are typical for verbs: e.g. talk = whisper, cry =
sob;

* definitions using synonymical explanations or just one word synonyms, typical for adjectives,
e.g. clever = bright, beautiful = nice, pretty;

* definitions based on collocational determination of the sense of entry, typical for adjectives,
e.g. good student, good mile;

* definitions exploiting various kinds of ad hoc descriptions or explanations (these can occur with
any part of speech);

* definitions based on the descriptions of events or situations (see e.g. the following definition: if
you ask for a table in a restaurant, you want to have a meal there).

Emotional, expressive and stylistic connotations are indicated by special labels (for instance,
«Heodobp.» — with disapproval, «mpesp.» — derogatory, «wyma.» — humorous, «upou.» — ironic,
«KHUdHCH. » — bookish, «pasze.» — colloquial etc).

Depending on dictionary size some meanings can be illustrated by examples — typical phrases that
have the given word as its part or in case of large dictionaries by citations. As a rule explanatory
dictionaries give also grammatical information, indicating by labels part of speech, gender, aspect etc.,
sometimes other word forms. Also entries sometimes include phonetic characteristics as stress or
pronunciation.

All this produces a complex structure that in print is realized by the collection of labels and fonts.

Below you can see a dictionary entry for the word “goods” (Russian “tovar”’) from the Dictionary of
the Russian Language in 4 volumes [4].

TOBAP, -a, u.

1. Oxon.IlpomykT Tpyna, NPOMU3BEIEHHBIA sl Mpojaxu. Togap ecms, 80-1-x, 8eup,
yO0osaiemeopsiouias Kakoli-aubo nompeOHOCMU uen06eKd, 80-2-X, 8elyb, OOMeHUBAemast HA OpYyzyr
seww. Jlenun, Kapn Mapxke.

2. (ed. u. mooscem ynompebasmvcs u 6 3Hau. mu. u.). Ilpenmer ToproBmu. Tosapwvl wupoxozo
nompebaenus. Omnyck moeapa. ¢ B aaexe y Kapasaesa Obiau cobpanst mosapsl co éceil cmparvl —
mabaxu uz @eodocuu, zpy3uHcKue 6UHA, ACMPAXAHCKASL UKPA, B040200CKUe KPYHCE8d, CMEKASHHAS
Mmanvyedckast nocyda, capenmckasi zopuuya u capnuvka u3 Heanoso-Bosnecencka.IlaycToBckmid,
Jlanekue rosl.

3. moavko ed. u.B canoxHOM JeJie: BblJIeJIaHHAsl TOTOBask Koxka. Oduna 3a Opyezoii nadaau céemsvle
Kanau Ha 3acKopy3able, uepHsle, NPONUMAHHbIE 8apom pyKu Enuwku, Ha ceeprasutee ocmpuem wuao, Ha
Opamay, Ha naxHywuii moeap canoza, 3axcamozo mexicdy koaenamu.Cepapumonny, Enmumka.

¢ 2KuBoi ToBap c.m. KUBOIA.

ITokazaTp TOBAP JIHIIOM CM. JIUIO.

Let's analyze several fields of the entry.
TOBAP, — entry word (with stress);

-a — morphological/grammatical information/zone: indication of word’s inflexion, typically in Genitive
case as it’s usually difficult to reconstruct this word form;

m. — grammatical field: gender, eg. masculine;

1, 2, 3 — meaning number (in case of polysemy);
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Okonom. — stylistic zone: indication the field of word usage, eg. economics
IIponykT Tpyna, NpoH3BeqeHHbIN 11 npoaakH — definition of the first sense/meaning;

ToBap ecTb, BO-1-X, Belllb, yI0BJETBOPSIIONIAs KAKOH-JIHOO NOTPEOHOCTH YeloBeKa, BO-2-X, Belllb,
obMeHHBaeMast Ha APYryIo Bemb — illustrative zone: citation is used as an example;

JIennn, Kapn Mapkc, IlaycroBckuii — illustrative field: author whose citations about “tovar” were used
in the entry;

O - phraseological field; this label is used to indicate: 1) lexical collocability, collocations, phrases or
terminological units; 2) syntactic collocability; 3) word's typical usage, e.g. degrees of comparison; 4)
expressive word usage (various connotations), as ironic or jocular;

Kuso#i ToBap, Ilokazatb ToBap naunoM — illustrative field: collocation is used as an example;

(cm. xxmBoii) — reference field: links between entries, the label refers to another entry
(eg., “xuBoit”) that defines the given collocation (eg., “>xuBOi1 TOBap”).

If we gave examples of the entries of different explanatory dictionaries we could see a plenty of both
common and distinct characteristics. This raises a question about a single structure of dictionary entries in
electronic form and also about software and linguistic mechanisms that allow to represent existing
dictionaries within this framework.

3 Electronic Dictionaries of Russian

Nowadays many dictionaries of the Russian language (including explanatory ones) exist in an electronic
form. But usually these are scanned texts in either graphical or text formats. Lack of structuring makes it
difficult to search in them.

Several Russian explanatory dictionaries are available on-line (through Feb-web: Fundamental
Electronic Library'): Ushakov's Dictionary, the Dictionary of the Russian Language in 4 volumes, and the
Dictionary of the Russian Language of the XVIII" century [10].

But there is an option to look up only in one dictionary at the same time and browse in it but not to use
it as a database. Because entries of different dictionaries have various structures that makes it hard to work
with the data.

This raises the question of one integrated structure of Russian explanatory dictionaries and their
conversion to this structure. Moreover, this also leads to the question of developing one tool that could be
used both as browser and editor.

As data for our work we have chosen two dictionaries of Russian. They are the “Complex Normative
Dictionary of the Modern Russian Language” (“Komplexsnyj normativnyj slovar’ sovremennogo
russkogo yazyka”) [5] and the above mentioned Dictionary of the Russian Language in 4 volumes [4].
Below we will discuss the former one.

The “Complex Normative Dictionary of the Modern Russian Language” is being compiled at the
Laboratory of Computational Lexicography of the Faculty of Philology and Arts (St. Petersburg State
University, Russia) under the guidance of Prof. G.N. Sklyarevskaya. It is intended for users to provide
them with information on correct word usage of latest and newest terms and concepts of modern Russia.
The dictionary includes active vocabulary that isn’t chosen on statistical principle but on its semantic,
grammatical, orthoepic or other difficulty for language users. The usage of these words has to be
normalized. The data is being actively revised and supplemented on the basis of corpus examples, Internet
data, various terminological or explanatory dictionaries, and linguistic studies. Dictionary word list is
compiled on the data of the Fund of Modern Russian (cca. 17 ml. tokens).

1 http://feb-web.ru
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For the project implementation we have chosen the platform DEB that was developed at the Center of
Natural Language Processing FI MU.
Let’s illustrate the entry tree structure of the “Complex Normative Dictionary of the Modern Russian
Language”. For noun entry it has the following shape:
headword zone 30Ha 3aroJIOBOYHOTO CJIOBA

headword 3aroJIOBOYHOE CJIOBO
morphology-inflection CJIOBOM3MEHEHUE
morphology CII0BOU3MEHEHUE

free_textTeKCT KOMMEHTAPHS
mark  momera
free_text_before TEeKCT KOMMEHTApUS

mark_proper COOCTBEHHO MTOMETA
free_text_after TEKCT KOMMEHTapUs
morphology_variant BapUAHT CJIOBOW3MEHEHUS

additional_morphology = J1OMOJHUTEIHLHOE CIOBOU3MEHEHUE
headword variant BApHaHT 3aroJIOBOYHOTO CJI0BA

syntax yIpaBJICHUE

syntax yIpaBJIEHUE

mark  momera

syntax_example npumMep ynpaBiIeHUsS
pronunciation  ITPOU3HOLIEHUE
etymology MIPOUCXOKIAEHUE

data zone 30HA JTaHHBIX
meaning 3Ha4eHUE
meaning number HOMEp 3HAYEHUS

meaning TOJIKOBaHHUE
example peueHue
example peuenue
example explanation MOJTOJIKOBAHUE PEUCHUS
phrase ycToluMBOE COYeTaHue
phrase ycTolunMBOE CoueTaHue
free_textTEeKCT KOMMEHTAPUS
phrase_variant ~ BapuaHT YCTOMYMBOIO COUYETAHUS
phrase_pronunciation IIPOU3HOIIEHUE YCTOMUMBOIO COUETAHUS

phrase_meaning TOJIKOBaHUE YCTOMYHMBOTO COUETAHUS

additional data zone 30HA JONOJHUTENbHBIX JaHHBIX

encyclopaedia  sHIMKIONEAMUYECKASI MHGOPMALKS
encyclopaedia_mark MOMeTa SHUMKIIONEeIMUeCKON HHPOpMALUU

encyclopaedia  3HIMKIIONEAMUECKAsI UHPOPMALUS
error  30Ha OLIMOOK

error_mark TIoMeTa IIpH OIMOKe

error  omumbKa
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4 Platform DEB

In cooperation between St. Petersburg State University and Center of Natural Language Processing
(Masaryk University, Brno, Czech Republic) we propose to represent a number of Russian explanatory
dictionaries by means of tools based on the given platform.

The Dictionary Editor and Browser (DEB) platform has been developed as a general framework for fast
development of wide range of dictionary writing applications [11]. The DEB platform provides several
very important features that are common to most of the intended dictionary systems. These basic features
include:

* astrict separation of the client and server parts in the application design. The server part provides
all the necessary data manipulation functions like data storage and retrieval, data indexing and
querying, but also various kinds of data presentations using templates. In DEB, the dictionary
entries are stored using a common XML format, which allows to design and implement
dictionaries and lexicons of all types. The client part of the application concentrates on the user
interaction with the server part, it does not produce any complicated data manipulation. The
client and server parts communicate by means of the standard HTTP protocol;

* a common administrative interface that allows to manage user accounts including user access
rights to particular dictionaries and services, dictionary schema definitions, entry locking
administration or entry templates definitions;

* XML database backend for the actual dictionary data storage. Currently, we are working with the
Oracle Berkeley DB XML database, which provides a flexible XML database with standard
XPath and XQuery interfaces. We use two approaches to client part of the applications,
depending on the complexity of the dictionary and user requirements.

Mozilla Development Platform. The Mozilla platform provides a complete set of tools for software
development. Firefox web browser is one of the many applications created using this platform.

The platform is used to create rich applications with the grafical user interface. Applications are
installed as an add-on to Firefox browser and thus works in every operating system supported by Mozilla
Firefox.

Standard HTML webpage, enhanced with the Javascript functions. Main advantage is that the webpage
can be accessed from any web browser. On the other hand, it can't provide all the features of the Mozilla
Platform.

Even though webpages are generated by the server, they act as a client application and use the same
HTTP API interface to communicate with the server part. Web browser access is used for editing
dictionaries with less complicated entry structure and are produced by transforming XML data with XSLT
templates.

XML is very flexible markup language and XML databases support its extensibility. It is possible to
store any valid XML document in the XML database, even mix documents with different XML structure
in one database. Of course, the application has to "know" the structure of the documents (DTD) to provide
search, browsing and editing functions. The DEB platform core offers browsing and entry searching
without the need to modify the application.
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Below the short example of the XML structure for the dictionary entry "TOBAP" is shown:

<entry>
<hw>TOBAP</hw>
<morph>-a</morph>
<gram>M.</gram>
<style>DxoHom.</style>
<sense n="1">
<def>ITpoayxT Tpyna, Ipou3BeAeHHbIN A1 Mpoaaxu</def>
<exm>ToBap ecTb, BO-1-X, Belllb, yIOBJIETBOPSIOIIAS KAKOH-IMO0 MOTPEOHOCTH YeNIOBEeKa, BO-2-X,

BeIllb, OOMEHUBaeMas Ha IPYTYIO Belb</exm>

<col>XKusoii ToBap, [Toxazats ToBap ymom</col>
</sense>
</entry>

Conclusion

In the paper we have presented the outline of the project which allows to create a complex database of a
number of Russian dictionaries. The data contained in it could serve for different purposes: for presen-
tation of dictionaries as a whole via browsers, for facilitating of lexicographers' work and as a source for
different applications in the field of Natural Language Processing.
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Abstract. As we know, a language form is a unit which plays a specific forrthe language, e.g.

a semantic or syntactical one. We establish the function fufrim based on its use (occurrence),
i.e. its relation with the meanings of other forms in speechinoa text. The meaning of a form
is the value of its function. In the traditional grammar,nfois opposed to its meaning. However,
various grammar schools have big problems with distingogsbetween a form and its function. For
example, the present tense form has a number of basic tehmpeaaings in Bulgarian as well as in
Polish and Russian, and in none of those languages thisyghmipresent time, (see past, future and
habituality expressed using the present tense form). Ibig anistake not to distinguish between the
meanings of article in article languages. For example, ilg&ian the same form of article can express
both uniqueness and universality (or, respectively: deifirgiss and indefiniteness). In the quoted book
(Koseska-Toszewa 1982), | put forward a hypothesis on tiieldement of the meaning of Bulgarian
article. In my opinion, initially the article expressed gnéness of an element (object), and then started
to express also uniqueness of a set, which later, due tolegualo completely different semantically-
logical structures, i.e. structures with universal andjugiquantification, lead to a homonymy and to
the article expressing also universality, i.e. indefirggs) Similarly in English, French, Rumanian or
Albanian, where the same form of article can express eithigjueness or universality This proves that
the above homonymy is of a general rather than typologicgl &alkan) character. Naturally, in the
above languages the definite article form can also expragsiemess of an object or a set, so it also
expresses definiteness. Ambiguity of the definite artictenfes a phenomenon exceeding the area of
Balkan languages, and the only Balkanism is the positiom@farticle — speaking more precisely, its
postpositiveness (postpositive position). However, feition gives us no right to treat it differently
than the English or French article. In Bulgarian, Rumaniad Albanian the postpositive article is
written together with the name its concerns, but it is neighenit belonging to the root of the word nor
the ending of the word.

The above observations, based first of all on the semantilcajical aspects of the definiteness cate-
gory, have been confirmed by the language material from tipeaSuCode, where Bulgarian article
does not occur in universally quantified nominal structubes in uniquely quantified nominal expres-
sions, denoting satisfaction of the predicate either byaament of the sentence or by the whole set
treated as the only one.

It is worth stressing that distinguishing between the fornd &s meaning in comparing the material 6
languages belonging to three different groups of Slaviglages (as is the case in the MONDILEX
Project) will allow us to avoid numeorus substantiva mistknd erroneous conclusions. Hence dic-
tionary entries should be verified and made uniform in thapeet before they are “digitalized”...
Distinction between the form and its meaning in a dictioremry is fully possible, as shown by works
of Z. Saloni (Saloni 2002) and A. Przepiérkowski (Przepaivkki 2008).

Introduction

Linguistics is a broad and already well-developed thecadlti knowledge area. To elaborate the system of
some language according to the contemporary linguistiededge, it is not enough to know that language.
Hence in what follows | will deal with examples which show thigfalls leading to errors in descriptions
of language structures — in order to help avoid them.

1 Language form. Function. Value of a function. Meaning of aérm.
As we know, language form is a language unit which plays aipéarm in the language, e.g. a semantic
or syntactical one. We establish the function of a form baseils use (occurrence), i.e. its relations with

* Work supported by EU FP7 project GA211938 MONDILEX “ConaggdtModelling of Neworking of Centres for
High-Quality Research in Slavic Lexicography and Theiri2igResources”.
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meanings of other forms in speech or in a text. The meaningfofma is the value of its function. In the
traditional grammar, form is opposed to its meaning. Howexagious grammar schools have big problems
with distinguishing between a form and its function.

According to my experience, it is the grammar schools infseut Slavic countries, and — more broadly
— grammar schools in the Balkans that have the most trouhitbsdistinguishing between a language
form and its meaning. The grammars which have found theraselnder the influence of structuralism
in language studies fare much better. Without coming intendetail, let me quote here works by J.
Bauddouine de Courtenay, known already in the 19th centinoge by J. Kurytowicz, dating from early
20th century, works of the famous Prague school of strulitmnaR. Jacobson’s works from the 1960s,
and many others.

Let me begin with examples from the traditional academicrgnar of Bulgarian concerning aspect,
tense and the definiteness/indefiniteness category.

2 Aspect of averb

I will consider aspect and the problem of its classificatisrasspecific language category in connection
with analysis of temporal issues in Bulgarian. The follogvateliberations are of a fragmentary character.
In the literature on that subject discussing the issue ofé@spf Slavic verbs, there is no unique answer
to the question: What is the aspect? In his fundamental worspect in Bulgarian, Mastow makes the
reservation that he is not considering aspect as a “leyicghmmatical or word formation category, but as
a solely grammatical category” (Maslov 1963). The notioradfirammatical category” itself is adopted
in different ways in linguistics, so there is no unequivoaaswer either to the question whether aspect
is a grammatical category or not. (Piernikarski 1989: 1@m8 Czech and Slovak linguists treat aspect
as a “grammatical category” as well (I. Poldauf 1964). A &mapproach is adopted by VBmiech,
according to whom aspect is a grammatical category whiclsistmin the fact that each verb is either
perfective or imperfective in all its mode and tense vaEia(Slmiech 1971: 5,6). In turn, A. Isachenko
assumes that aspect is a lower morphological categoryhigsdo 1966: 26). Further, a Polish scientist
Z. Stieber is of the opinion that the aspect category canlyhdre considered as an inflected category
(Stieber 1973: 9). The opposition between perfective anqbifective verbs is, according to him, expressed
both in the pra-Slavic language and in present-day Slaviguages with word formation means rather
than inflected means. A. Heinz, Z. Gotab and K. Psla define aspect as a morphologically-inflected
category of a verb which expresses the semantic opposititween perfectiveness and imperfectiveness
(Z. Gotfab, A. Heinz, K. Polaski 1968). J. Kurytowicz states the semantic characteém@atspect category,
which in his opinion has been built on the previousness caye(Kurytowicz 1972: 93-98). It is the
semantic category of previousness which is the featurd tfrejuages, while verbal aspect is only known
to some of them. We know that it is a property of Slavic langsgvhich is opposed to other Indo-
European languages, e.g. Latin and Greek, where perfaetigeand imperfectiveness are expressed as an
opposition based on inflection (Safarewicz 1947: 198). Inoakvof exceptional importance for aspect-
related issues in Bulgarian, S. Ivanchev brings up all pnaisl concerning aspect in literary Bulgarian
against the background of other Slavic languages, arghatgaspect of a Bulgarian verb is a live category
(lIvanchev 1971: 3-246) In the author’s opinion, aspectlithtomplicated morpho-semantic relationships
in the contemporary literary language. In the context othproblems, lvanchev develops a proposal for a
new temporal model for the system of Bulgarian, rejectirttieory of absolute and non-absolute (relative)
tenses adopted in the literature on temporal meanings ofetie Up to that time, this was the way tenses
were treated in the academic grammar of Bulgarian, see (leeri®©67: 134), (Koseska 1972; 233-245)
The classification of tenses into absolute and non-abs(iel&ive) was most probably tailoured to
languages which possess the previousness category but plassess a formalized aspect category (see e.g.
French imperfait = present dans le passé (Stankov 1969%. &dlassification is underlain by the semantic
category of previousness. However, in Slavic languagegrevthe aspect category is a grammatically
developed one, classification of tenses into absolute dativeeones fails to explain temporal relations
in a satisfactory way, and in fact makes them more complic&khis is also the case with the theory of
action types (Aktionsart) taken from German, where, in gifjmn to Slavic languages, there is no aspect
category, so its transfer to any Slavic language is unjastifin Aktionsart, the division of verbs into action
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types is not disjoint, and the individual verb types ofteemap. Since from the semantic viewpoint aspect
is also a type of action, then what is the difference betwepee and other kinds of action types? While
in German, and maybe in Germanic languages, this kind ofyteas some application in classification of
verb meanings, in Slavic languages, where aspect is a lexaloping category, the above theory has no
proper application. In the Contrastive Bulgarian-PolishiBmar, aspect is treated as a semantic category,
and in order not to confuse the form of aspect with its corsiemé write there about the “semantic category
of aspect”, see (Karolak 2008).

3 Aspect and tense

Regardless of whether aspect is a grammatical, morphabgicsemantic category, it cannot be disre-
garded during the analysis of temporal relations, esggdraBulgarian. This fact is an argument in the
discussion between Bulgarian linguists representing dheasled temporal school with representatives of
the so-called aspect school. The temporal school is exéeatplly works of L. Andrejchin, V. Stankov,
M. Dejanov, and the aspect school — by those of J. Maslov, Eibe S. lvanchev. Since we know that
in the languages with aspect there are few tenses, like itm+8lavic languages, while languages devoid
of aspect have a higher number of them (like Latin or Frenefe)could expect that in southern Slavic
languages there are two tendencies: one going towardsingdilhe number of tenses (as in Serbian and
Croatian), and a second one, connected with gradual diasgpee (or underdevelopment) of aspect, and
maintaining a large number of tenses. This tendency has $=smched for e.g. in Bulgarian. However,
the aspect category still exists in the eastern group othsontSlavic languages, and yet the number of
tenses in those languages does not decrease. Southerl&tauiages, and especially their eastern group,
from the typological viewpoint represent the transitiost@ge between Greek and Latin on the one hand
(large number of tenses, absence of the aspect category)oathern Slavic languages (aspect category,
small number of tenses) on the other hand. This is why thelgmobof temporal relations in southern
Slavic lands are especially important both for explainimg Slavic aspect category and for the semantics
of tenses in Slavic languages.

Consequently, we should recall the thesis of S. Ivanchanglev, op. cit.: 129), who claims that there
is a genetic connection between imperfectiveness and fegiam. He considers the aorist : imperfectum
relation not as a temporal or aspectual one, but as a joirgdeatly-aspectual relation.

In Serbian, the imperfectum form could only be built for imfeetive verbs and had a clearly aspectual
character, in opposition to the Serbian aorist form, whimhid be not only perfective, but also imperfective
(though very rarely) (Vukow 1967: 276-313).

The language facts from old Bulgarian sources confirm theatdtio of imperfectum forms of perfective
verbs to imperfectum forms of imperfective verbs was 1:984f@l 1954). Based on this, some scholars
consider the bi-aspectual character of the aorist and ifepeim forms as an archaic state of things
(E. Kosechemieder 1963: 19). However, in southern Slaviguages, and especially in the Bulgarian-
Macedonian area, this state is a live one, and it is not teamsit the given stage of language development.

4 Semantic category of time

The connections between aspect and temporality in soutBlavic languages (except for Slovenian)
confirm Kurytowicz’s thesis about the semantic characteasgect (K. Feleszko, V. Koseska-Toszewa,
I. Sawicka 1974: 183-187). In turn, Gotab, Heinz and Bskiwhen considering the notions of aspect and
its strict connection with the category of time propose gian which fully explains the differences in
meaning between both categories. This reduces to the faiceéxiponents of time position a given action
with respect to the speech state (the so-called moment akspg, while a exponents of aspect position
the same action with respect to the point which representsibment of ending the action, regardless of
the speech state, see (Z. Gotab, A. Heinz, K. Reka op. cit.), (Koseska-Toszewa 1974: 213-226).

By the semantic category of time | mean a category that orstates and events with respect to the
speech state by using the previousness-successiveratssréKoseska 2007). For the basic notions of
time — states and events as elements of temporality, see 2uikiawicz 1986). For example, the praesens
form (present tense form) has a number of basic temporal imgsim Bulgarian as well as in Polish and
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Russian, and in none of those languages this is only the miréeee, see (Grochowski 1972), (Koseska
1977). In those languages, the present tense form denotes:

1. present time:

Bulg. Arera cnu B mosTa cras.
Pol. Anetaspi w moim pokoju.
Russ.Arera cnut B MOe#i KOMHATE.

2. future time

Bulg. YTpe nasam B fBa, a HE B TPHU 4aca.

Pol. Jutro przychodze o drugiej, nie o trzeciej.
Russ.fl zaBTpa mpuxoXxy B [Ba, a HE B TPH daca.

3. past time

Bulg. 1 wak Torara Toit pa3bupa CBOMTE IPENTKH.
Pol. | dopiero wtedy on rozumie swoje btedy
Russ.M eiBa Torga oH HOHUMAaET CBOU OIIUOKU.

4. habituality

Bulg. Toit Bceku JieH ca pazKoxK1a MOHE eUH Jac.

Pol. On codziennie spaceruje przynajmniej jedna godzine
Rus.Kaxapiit 1eHb OH TyJasieT XOTs OJUH Jac.

Sentences (1) are expressed in the present tense; theyleatiire, and hence they have either true or
false value. In this respect, sentences (1) differ fromsegtences (2) in the future tense, which do not have
either true or false value, and hence are not indicativéesus they have a third value — possibility, which
is a modal value. Do the sentencdan ponoc teraz jest na spacerzéu 6us ceza na pasicodka. / Sn
yoic e ceza wa pasxcodka. refer to the present time, or are they just sentences witpriment tense form?
Certainly, they do not have either true or false value, amttbéhey cannot be sentences expressing the
present time. This is evidenced by e.g. Bulgarian, wher&the form signals the imperceptive modality
rather than the present time, s&ei ceza e na pasicodka, where present tense occurs. Sentences with
various types of the possibility modality, not only the imgeptive one like above, often occur with the
praesens form, but can also have a third value — possitslityjuring the speech state we do not know
whether the described state or combination of state andsegist or not. In such a case, we cannot speak
of the present time, but only of a present tense form, see e.g.

(1) On jakoby jest ztodziejem.Yoii maii e kpazewn. / Toit 6un kpajeuw.

The interpretation of the above sentences as ones with &sepirtime is a good example of a failure
to distinguish between a verbal form and its temporal fumctDefining the present time more precisely, it
is worth stressing that the present, i.e. what is happerimgatcording to the bearer of the speech state,
should be understood as a state coexistent concurrenthgtbpgeech state. Very roughly, it can also be
understood solely as a state coexistent with the speeeh stat

However, Bulgarian grammars commonly use statements df/ffee “this is a metaphorical meaning
of the present time”, though the present time is the meanirg present tense form (Stankov 1969).
Such statements often lead to speaking of another meansanué meaning, i.e. to a tautology. Similarly,
Serbian, Croatian and Slovenian grammars still distirfgbistween the so-called absolute and relative
tenses, and do not always distinguish between a form andea#nimg, see (Josip Sili lvo Pranjkove
2005), (Topori&t 1976).

5 Semantic category of definiteness/indefiniteness

Research on the definiteness/indefiniteness category haflyuseduced to describing its morphological

exponents first of all in the so-called article languages Tésearchers have also searched for lexical
analogues corresponding to the contents of article inlesfiee languages. In consequence, the defi-
niteness/indefiniteness category has been treated salelyr@mminal phrase category. For many years,
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this fact influenced the descriptions of the category we m@terésted in, which in article-free languages

were often reduced solely to analysis of the meanings ofqaros. Studies have shown that the definite-

ness/indefiniteness category as a semantic category isssqat with various language means: lexical and
morphological ones, also at the level of the verbal phragerahan only the nominal phrase, as used to be
the prevailing belief in the literature on that subject, #mat this is a category of the sentence rather than
of the nominal phrase (Koseska 1982).

The use of the term “definiteness” in the cases when the $edcalefinite article” expressed indefi-
niteness, i.e. universality, was an obvious mistake, attdvfed just from not distinguishing between the
form and its meaning. In our works, the definiteness/indelivd@ss category was defined as a category with
the semantic opposition: uniqueness: non-uniquenesselwhdy definiteness we mean only uniqueness
of an element of a set (satisfying the predicate), and byfinileness — non-uniqueness (both in the sense
of existentiality and of universality) (Koseska 1982), @¢€ska, Gargov 1990).

In Bulgarian, the most typical morphological means for @gsing uniqueness and universality in the
nomen group is deemed to be the article. Its absence, i.@hulmgical 0, is meaningful — it is an exponent
of either existentiality or pure predication. The ambiguwif Bulgarian article is a good illustration of
the difficulties encountered by a scholar studying thatgmteduring classification, here quantificational
classification of natural language expressions. As | haxeadl mentioned, in Bulgarian the same form
of article can express both uniqueness and universality€epectively: definiteness and indefiniteness).
In the already quoted book (Koseska-Toszewa 1982), | puidfal a hypothesis on the development of
the meaning of Bulgarian article. In my opinion, initialllye article expressed uniqueness of an element
(object), and then started to express also uniqueness tfatgeh later, due to equalling two completely
different semantically-logical structures, i.e. struegiwith universal and unique quantification, lead to a
homonymy and to the article expressing also universality.

See:

(1) Yosex-sm e om nawemo ceao. | Ten cztowiek jest z naszej waihere the articlesm expresses
uniqueness of an element of a set of people.

(2) Yosex-sm e mucaewo u pasymmo ceuecmeo. | Kazdy cztowiek i tylko on jest istota myslaca i
rozsadnawhere the articlesm expresses uniqueness of a set. (Only the set of people eatisé
predicatex is a thinking and rational being

(3) Yosex-am e cmapmen. Cztowiek jest Smiertelnyvhere the articlesm expresses universality.

Not only this form of Bulgarian article, but also its otherrfts can express both uniqueness and
universality, i.e. definiteness and indefiniteness. Siyilan English, French, Rumanian or Albanian,
where the same form of article can express either uniquesrassiversality. This proves that the above
homonymy is of a general rather than typological (e.g. Ba)lcharacter. For details on that subject, see
(Koseska 1982), (Koseska-Toszewa 1986: 25—-37). Exampilelich the English definite article expresses
indefiniteness are discussed by Reichenbach (ReichenB&ah 101), who writes about the fact that the
English “the” can express "universality” rather than ddéness!

Examples:

Eng. The lion is a ferocious animal ‘The lion is a dangerouk animal’
French: Le lion est un animal feroce ‘The lion is a dangerailg, animal’
Rum. Omul este muntor ‘Each man is mortal’

Alb. Qeni éshté mik i nijeriu ‘The dog is a friend of the man’

Bulg. Yosek-br e cmbpren. ‘Each man is mortal’

Naturally, in the above languages the definite article foam also express uniqueness of an object or a
set, so it can also expresses definiteness.

Examples:
Eng. The man closed the door

French: 'homme a ferme la porte
Rum. Omul a intrat in camera
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Alb. Libri éshté mbi tryeze ‘(The) book is on the table’
Bulg. HYosekbr 3arBopu Bparara / Knurara jiexku na macara

From the above examples it is evident that ambiguity of thiinde article form is a phenomenon
exceeding the area of Balkan languages, and the only Balkatfiere is the position of the article —
speaking more precisely, its postpositiveness (posipegibsition). However, that position gives us no
right to treat it differently than the English or French elei In Bulgarian, Rumanian and Albanian the
postpositive article is written together with the name s@erns, but it is neither a unit belonging to the
root of the word nor the ending of the word.

The above observations, based first of all on the semantitajical aspects of the definiteness cate-
gory, have been confirmed by the language material from tipgaSuCode, where Bulgarian article does
not occur in universally quantified nominal structures, ioutiniquely quantified nominal expressions,
denoting satisfaction of the predicate either by one eleémkthe sentence or by the whole set treated as
the only one (Zaimov 1982: 5-9), (Koseska-Toszewa 1987).

It is worth stressing that without distinguishing betweba form and its meaning, a comparison of
material taken from 6 languages belonging to three diffeggaups of Slavic languages may involve
numerous substantive errors, and lead to erroneous cammdugience dictionary entries should be verified
and made uniform in that respect before they are “digitdlize Distinguishing between the form and
its meaning in a dictionary entry is fully possible, as shdwnworks of Z. Saloni (Saloni 2002) and
A. Przepiérkowski (Przepiérkowski 2008)

A dictionary entry should obligatorily distinguish betwea language form and its meaning. A further
stage is to determine what we understand by the meaning afa anguage form. This is discussed in
more detail in the article by V. Koseska and A. Mazurkiewitttiis volume.
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Abstract. In the present paper we propose to construct a cataloguengforal situations that are
used in different languages by means of different lingai&irmalisms. Entries to such an catalogue
are thought to be (parameterized) names of temporal singtiand values corresponding to them
should be descriptions of temporal situations, descrilsefbamally and precisely as possible. In the
paper temporal situations are presented by the formalisRetf nets, although any other formalism
can be used for this purpose as well. Starting from the megaoirtemporal situations rather than
from grammatical forms makes possible to compare a widetbahtanguages with different types of
temporality formalism.

1 Formalized situation description

The main difficulty of explanation or comparison of diffetererbal forms is the necessity of defining
the situation expressed by the described forms. In thismpapgropose to define a number of so-called
situation functionghat maps chosen verbs into situations corresponding taghd verbal form. There
can be a number of various methods of situation describiogpraling to our previous papers we use the
Petri net formalism describing situations in many aspdith temporal as modal. In general, the syntax
of situation function is:

Function_namery, 22, ..., Zn; P1,D2,...,pk) = Situation

whereFunction_namés the name of a verbal form, x», . .., z,, are verb argumentg;, ps, ..., py are
some auxiliary information, if necessary (as e.g. pointeférence, passive or active voice indications,
or other subjects of verbs), arfituationis the situation, to which the verbs, x,, ..., z, and data
p1,Dp2,-- -, Pk are referring to. This reference is made by the verbal foretiie for the chosen function.
Schemes of actions, corresponding to verbs of languagesaesist of a number of states and/or events
mutually connected.

It is worthwhile to make clear the intention for introducieuation descriptions. Such descriptions
are not thought as a material for machine processing, butrasam for understanding the meaning of
sentences referring to chosen situations. To processsmE#énot situations) there is a need of formal and
precise meaning conveyed by them. Introducing a catalo§géuations, one can assign chosen entries
of such catalogue to some (parts of) sentences subject@iddoessing and then create a formal basis for
comparison them in differentlanguages. It should be steeisat the sentences are subjected to processing,
not positions in such catalogue. In order to make a progressachine translation there is no escape of
dealing with the meaning of sentences. The intention ofghjger (and preceding ones) is to offer (at least
partial) formal means to cope with this issue.

There are several possibilities of defining meaning of teralgmroperties of sentences. Here, we chose
net description, since nets can grasp (a) difference beteeents and states; (b) the temporal sequencing,
not only linear but also partial; (c) coexistence or exausof some parts of situations; (d) choice of
different possibilities, accomplished or not; (e) someeasp of modality; (f) language independency. We
are aware of existence of other possibilities of situatiesadiption and of shortcomings or incompleteness
of our approach; however, we are convinced that our propssalstep in proper direction. Clearly, the

* Work supported by EU FP7 project GA211938 MONDILEX “ConaggdtModelling of Neworking of Centres for
High-Quality Research in Slavic Lexicography and Theiri2igResources”.
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introduced formalism can be subjected to further comphstiand improvements; for the time being, we
limit ourselves to Petri nets formalism with some net eletaemarked, if necessary.

2 Situation functions

Situation descriptions by nets consist of net schemes qusirtles for representing states, boxes for
representing events, and arrows for representing sequgndihe state of speech is marked with a dot.
Some net elements can be marked with symbols of variableésatkaprovided for representing actual
actions, states, or events while the function is used. A rarmabnet elements can be marked with the same
variable, if this variable refers to all of them; on the othand, some net elements can be left unmarked,
if they serve for a proper sequencing and the scheme builnlihg In what follows some examples of
situation functions usage is presented, for situationsateaused most frequently.

3 Present tense

A simple example of a situation function is functiBn(z) corresponding to the presenttense. This function
takes verhr and returns the situation given in Fig. 1. The only verb \@gaccurring in the scheme is

one can substitute for it different concrete verbs. Theseh@escribed the situation with action determined
by z is being performed when the speaker is telling about it. Meeg, the beginning and ending of the
speaker statement occur whités holding. It means that during the whole act of utteraneestttionz (or

a state described by it) is holding.

®
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Fig.1. Pr(z)

Linguistic examples oPr(x) for z = ‘to read’ are:

English He is reading a book (now)
Bulgarian Tot (mouno ceza) ueme xnuea
Polish  On (teraz) czyta ksizke

Russian Ow (umenno cetivac) wumaem xHuzy

4 Past Perfective tense

The value ofPp(z) function (corresponding to Past perfective tense) is thim8on wherer expresses an
activity completed before the state of utterance. In Busgethis situation is described by the aorist form of
perfective verbs, in Polish and Russian by the praeteriturm f perfective verbs. The situation function
Pp(x) is presented in Fig. 2.

Linguistic examples oPp(x) for « = ‘to open’ are:

BulgarianMapusa euepa omeopu epamama
English Mary opened the door yesterday
Polish  Maria otworzyta wczoraj te drzwi
Russian Mapusa omxpsira 6uepa smy deeps
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Fig.2. Pp(z)

The result of action: may hold or may not hold at the state of utterance. Obsenreeth#t the speaker
refers tox together with its termination, i.e. to the perfective versof actionz.

5 Past Perfective Resultative tense

Similarly to the Past Perfective tense, the Past PerfeRaaultative tense expresses an action terminated
before the state of utterance, but now, in contrast to theeabentioned tense, with a result coexistent with
the utterance state. In Bulgarian this tense is express#telperfectum form of perfective verbs, in Polish
and Russian by the praeteritum form of perfective verbss Térise is corresponding to situation function
Rppz, y) defined in Figure 3 below.

O— —®
S

Fig. 3. Rpp(z,v)

Variablez is used for the verb defining the action in questipmepresents its effect. Observe that the
statey and the state of utterance are coexistent, as terminate@ddapmon (anonymous) event. Linguistic
examples oRppz, y) for 2 = ‘to open’ andy = ‘is open’ are:

Bulgarian Mapus eeue omsopu epamama (épamama e omeopena)
English Mary already opened the door (the door is open)
Polish  Maria juz otworzyta te drzwi (drzwi sa otwarte)
Russian Mapus yorce omxpoiia amy deeps (deepv omrpuma,)

6 Past Imperfective tense

This tense is used to describe situations similar to thopeesged by Past Perfective, but without reference
to the moment of the action termination; it may happen th&tireethe state of utterance such a moment
will never occur, or at least the speaker is not aware abaitit e corresponding situation is the value of
function PImp(x) presented in Figure 4.

Linguistic examples of such situations are:

BulgarianMapus omeapsi masu epama
English Mary was opening the door
Polish  Maria otwierata te drzwi
Russian Mapusa omxpweanra smy deepn



On the Meaning of Verbal Forms and Its Net Representation 115
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Fig.4. PImp(x)

7 Past Imperfective Resultativetense

The value oflrp(x,y) for verbsz andy (corresponding to Imperfective Resultative Past tenséfes
situation where the action takes place before the state of utterance, but the gtegsulting in effect of
actionz is coexistent with the state of utterance (Figure 5). Thakgedoes not refer to the completion of
actionz but, instead, to the resultof this action. In bulgarian this situation is expresseddmrfPerfectum
of imperfective verbs, in Polish and Russian by fdPraeteritumof imperfective verbs.

®_.
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Fig.5. Irp(z,y)

Linguistic examples ofrp(z, y) for z = ‘to be have influenza’ (‘to write poems’) and fgi= ‘to cough’
(‘possible to be read’) are:

BulgarianTot e 6oaedysan om zpun (u ceza xawns)

Ha maadunu Mapus e nucanra cmuxose (moorcews da 2u npowemeus)
English He had influenza (and he is coughing now)

Mary was writing poems in her youth (you can read them now)
Polish  On chorowat na grype (i teraz kaszle)

W mitodosci Maria pisata wiersze (rpesz je przeczytac)
Russian Own 6oaen epunom (y nezo menepsv xauwens)

B maodocmu Mapus nucanra cmuxy (MOMCEwd Npovumams ux)

8 Conclusions

In the present paper we argue for (1) creating a cataloguengpdral situations that can be useful for
comparison, analyzing, processing, or translating plsrasgifferent languages containing temporal depen-
dencies; (2) distinguishing verbal forms from temporal neg in different languages. The first aim results
from a need of proper understanding temporal statementzious languages; without understanding their
proper meaning one is not able to compare them or to creatkahleecorrespondence between them.
The second objective follows from the fact that the same milar verbal forms in different languages
may describe different temporal situations. Therefore @l rely on meaning rather than form while
comparison phrases in different languages or trying to ntlagi faithful translation. Some examples of
different verbal forms with a similar functionality are giv through the paper. In Table 1 a comparison of
temporal meanings and corresponding to them verbal forissysised in the paper, are given. In Table 2
we list some situation functions together with their siitvalues.
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In the present paper we limit ourselves to discuss only spaall of temporal tenses used in natural
languages, namely to present tense and some types of thiepsss. We hope they offer an opportunity
of grasping the idea of situation functions that base on &mmethods of situation description. In the
future we plan to extend the domain of situation functionsval as to enrich their expressive power by

introducing new information parameters and by improvirgjrtformalism.

Temporal meaning

Verbal form

Present

Present tense form (Eng., Bul., Pol., Rus.)

Past Perfective

Past Pefective form (Eng.)
Aorist perfective form (Bulg.)
Praeteritum of perfective verbs (Pol., Rus.)

Past Perfective Resultatiy

Past Perfective form (Eng.)
e Perfectum form of perfective verbs (Bulg.)
Praeteritum form of perfective verbs (Pol., Ru

5.)

Past Imperfective

Past continuous (Eng.)
Aorist form of imperfective verbs (Bulg.)
Praeteritum form of imperfective verbs (Pol., R

Is.)

Past Imperfective resultati

Perfective Continuous (Eng.)
ve  Perfectum of imperfective verbs (Bulg.)
Praeteritum of imperfective verbs (Pol., Rus.

Table 1. Comparison of temporal meanings and corresponding veobalsf
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Entry Situation Meaning

(@)
&

Pr(z) Present

Pp(z) @ O— ® Past Perfective

Rpp(z, y) Past Perfective Resultative

Plmp(x) @"D"Q"D"@ Past Imperfective

Irp(z,y) Past Imperfective Resultative

Table 2. Sample of situation function entries
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Abstract. The paper describes the process of digitalization and further processing of a Polish-
Ukrainian electronic dictionary, its technical and linguistic preparation for future lexicographic works,
mainly: post-OCR problems and ways of their automatic correction, conversion of the dictionary file
into a database; defining the core set of lexical entries with the help of frequency lists; lexical entry
parsing procedure, automatic dictionary direction reversal. The approach presented here aims at
producing an updated dictionary as well as a lexicographic editing environment and a tool set for
further expansion and modification of the bilingual dictionary.

1 Introduction

Polish-Ukrainian lexicography, both paper and electronic, is represented nowadays by numerous small- or
average-size dictionaries created on the basis of earlier paper editions with the addition of the most
frequently used, essential new terminology covering the spheres of business, economy and tourism. An
extensive review of existing Polish-Ukrainian lexicographic resources with their quality analysis — the
macrostructure (choice of entries) and microstructure (entry content and design) — is presented in [1].
During the four years since the appearance of that publication, several new sources that deserve our
attention became available. ABBYY Lingvo included a PolishesUkrainian dictionary in its version x.3
(2008) [5]. It is based on a modern paper edition and counts ca. 42000 words."' Trident Software Electronic
Dictionary and Translator [3] includes the Polish<»Ukrainian language pair. Unfortunately no information
about the sources and size of the dictionary is provided, and the project is commercial. Considerable
progress, as compared to its state in 2005, can be seen in the development of the Multilingual Dictionary
by Valentyn Solomko (updated in 2008), which is generated automatically from bitexts [6]. Dictionaries
for each language pair in the MS Excel file format are available for download under GNU General Public
License. The Polish-Ukrainian file contains 65000 words or word combinations with one-to-one
correspondence of translation equivalents. This dictionary can be helpful for machine processing, but it is
not particularly human-friendly. Summing up, as far as the size and the quality of entry description is
concerned, there is still a need for a large modern electronic and freely available Polish« Ukrainian
dictionary suitable for both public use and linguistic research.

2 From paper to digital version, preparing dictionary background

A large electronic Polish-Ukrainian dictionary was developed by a joint group of linguists of the Institute
of Slavic Studies of the Polish Academy of Sciences and the Ukrainian Linguistic-Informational
Foundation of the National Academy of Sciences of Ukraine during 2005-2009. The basic core of the
existing version of the Polish-Ukrainian electronic dictionary comes from the paper Polish-Ukrainian
dictionary in two (three physical) volumes edited by Lukiya Humetska and published in Kyiv in 1958.

* The study and preparation of these results have received partial funding from the EC’s 7" Framework Programme
[FP7/2007-2013] under grant agreement 211938 MONDILEX.
Information about the size comes from ABBYY developers and concerns the electronic version of the dictionary.



120 Natalia Kotsyba, Igor Shevchenko

This is the most comprehensive existing bilingual dictionary of very high lexicographic quality for Polish

and Ukrainian. It contains about 100000 headwords. Since it was created half a century ago, its entry list
and, sometimes, entry content are considerably outdated and do not fully reflect the modern state of both
languages. Some domains (computers, finance) are not represented at all, while others (e.g., agriculture)
are described in excessive detail. The dictionary is too biased ideologically, which is not surprising taking
into the consideration the time and political circumstances of its appearance. Nevertheless, it is a good
ground for further lexicographic works.

2.1 Technical editing

The paper dictionary was scanned and processed through the FineReader optical text recognition program
in order to receive a text out of the scanned images. The resulting text was saved in the MS Word format.
Its quality left much to be desired. The first edition of the dictionary file was the most tedious one and
included correction of errors generated by the poor physical quality of the original paper edition and
failures of the optical character recognition (OCR) proper. Some mistakes were systematic, which allowed
us to apply multiple automatic replacement both in content and formatting. OCR mistakes were more
numerous than in ordinary text due to the bilingual character of the dictionary using two different
alphabets — Latin and Cyrillic — with several similar-looking letters; omnipresent stylistic and grammatical
mark-up in an abbreviated form that is not found in standard OCR dictionaries; shortened forms with the
common part replaced by the special character ~ (tilde), etc.

Grammatical and stylistic mark-up is crucial in the digitalizing process as it helps define the structure
of the dictionary (see Sections 4 and 6). It is also important to preserve its original formatting (italic or
boldface), as it is crucial for successful parsing. It is often impossible to visually determine whether a
letter belongs to the Cyrillic or Latin alphabet, cf. “c” and “c”, “k” and “k”, “p” and “p”, as well as “a, e, i,
0,y”, or Cyrillic ,,T” that looks like Latin ,,m” (m) in italic. Therefore, a series of heuristics was used to unify
chains of letters delimited by a space to a single alphabet. For one- and two-letter abbreviations, the
automatic replacement function of MS Word was used to check the consistency of alphabets and
formatting. Some misreadings had a regular character and were corrected automatically as well, either in a
supervised (one after another) or unsupervised way (all at once).

Examples of typical automatic substitutions (taking into account adjacent spaces as well):
v) — 1) (number of meaning)

om. — orn. (stylistic label “ornithology”)

Spelling errors were also detected by preparing a frequency list of space-delimited chains and checking
the ones that contain up to five symbols and have the lowest frequency.” According to Zipf’s law, these are
candidates for misspellings. Even though such automatization facilitated the editing work considerably,
much labour remained to be done by hand.

2.2 Preliminary edition of the content

While editing the technical side of the dictionary it was impossible to ignore its content either. The two
peculiarities of this dictionary are that it was overloaded with Soviet ideology and contained an
unforgivable number of Russisms (Polonisms were met more rarely). These were removed from the file
and replaced with more neutral and literary correspondents respectively. All the changes were recorded
into a separate file. Below are some examples of ideologically biased entries.

> Another option, suggested by Janusz Biefi, could be the use of the programme Kolokacje (,,Collocations”) by
Aleksander Buczyriski that can help detect unusual word combinations and in this way find words with wrong
spelling. We did not experiment with it, though.
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“Party” words™:

partyjny (“belonging to the party”). It is supplied with excessive examples of use and the party is
understood as the Communist Party of the USSR in all usages: aktyw ~ mapTiliHuii akTuB, -By (IapTax-
TUB); grupa ~na TapTidHA rpyna (mapTrpyna); komitet ~ TApPTIHHUNA KOMITET, -Ty (IIapT-KOM,
MMapTKOMITET); konferencja ~na TapTiiiHa KoH(pepeHwis (mapTkoHdepeHuis); [ e gity m a-c i a ~na
MapTidiHUIA KBUTOK, (MTAPTKBUTOK); MAPTIHHUIA NPaLiBHUK, -Ka (MMApT-IIPALiBHIK); praca ~na NapTiiHa
poborta (maptpobota); sta7 ~ MapTiMHUM CTax, -XKy (maprcrax); szkolq ~na mapriiiHa IKoia
(mapTumikona); zebranir a:e napmnmui .. K>pH, -piB (napr3dopm); zjazd ~ maptiliHuit 3134, -1y
(mapt3'3n): (“activists, group, committee, conference, membership card, worker, work, experience,
school, meeting, congress”).

The derivation for partia (“party”) in its political sense is also overrepresented: partyjnos¢ (“the state
of belonging to the Party”), POP (Partyjna Organizacja Podstawowa) skr. TIEpBUHHA NapTiiHa
opranizauis (“primary party organization”), etc.

“Anti” words:

przeciwsocjalistyczny antuconiamiCTUUHWMN (“antisocialistic”); przeciwreligijny anTUpesiriiHuit
(“antireligious™); przeciwrepublikariski anTupecmyOikaHcekuit (“antirepublican™); przeciwzydowski

aHTHeBpeWchbkuil (“anti-Jewish”); przedkotchozowy noxonrocnuuii (“pre-kolkhoz”); okres ~ od
socjalizmu do komunizmu niepexigHUl Nepion BiJl cowiali3aMmy 10 KomyHi3my (“the transferring period
from socialism to communism”); ~ rewolucji buriuazyj-no-demokratycznej w  socjalistyczng

MepepoCTaHHs OypKya3HO-IEeMOKPATHYHOI peBofonii B comjamictuuny (“transformation of the
bourgeois-democratic revolution into the socialistic”); ~dy buriuazyjne OypKyasHi TiepeAcCymu, -TiB
(“bourgeois prejudicies’™); etc.

Russisms were used not only as translation equivalents, there were many of them in additional
explanations of use, etc. Below are examples in the following format: *Russism — literary_Ukrainian_word
(Russian_literary_equivalents) “English_translation”.

*HyXIaTucss — MaTh MoTpeOy/moTpedyBatn (Hy)matbcs) “have a need”;  *Morydicth —
MOTYTHICTB/Millb (MOTYILECTBO) “power”; *BippbOBKa — MOTY3Ka/IIHYp (BepeBKa) “rope”; *marep —
Tabip (Jlarepp) “camp’’; MUTILEHCHKUI *yd4acTOK — AUTbHULS (y4acTok) “police station; lot”; *mmoxoxmuit
— To1iOHMY (MTOX03Kuit) “similar”; *caxapHuil — HYKPOBUI (caxapHblit) “sugar, adj”; *xapke — medeHs
(xkapkoe) “stowed meat”; *TpaBipoBKa *IeuaTell — TIpaBipyBaHHS IIeUaTOK (IpaBUpPOBKa IIeUaTeil)
“engraving seals”; *CKy4yHWII — HyJIHWI (CKy4HbIN) “boring”; *rmuieck — IieckiT (rieck) “splashing”;
*OKpacuTd — mnodapOyBaTu (MOKpacuTh) “paint, Vv”’; *KOMAHIUPOBOUHI — MOOOBI/BiIpsIHI
(xomaHaMpoBOUHBIe) “travel allowance”; *moryDOTMHOK — miBUOOITOK (rmonybotuHok) “(kind of)
shoes”; *¢maxxok — nparopeup (hraxok) “flag”; *mepecaxaputn — TepeuyKpyBaTy (IlepecaxapuTh)
“put too much sugar”; *mpoumTaThca — HOpopaxyBaTucs (TIpocudTaThes)  “‘miscalculate’;
*epegaTouyHui — NepeaaBalibHUN (IlepenaTouHbli) “transformational”; *CHOTBOpPHMI — CHOIINMHMIA
(cHOTBOpHBIN) “‘soporific”’; *HAamUTOK — Hamiit (HamuTokK) “drink, n”; *mpueMHOro ametuty! —
CwmauHoro! (mpustHOTO armmeTtuTta) “Bon appétit!”; *iTanbsHchke — iTanmiicbke (MTanbsHckoe) “Italian”;
*i3yMpyn — cMaparn (u3ympyn) “emerald”; *mokipyBaTh — IIOKYBaTH (IIOKMpoBaTh) “‘shock, v;
*TOTOBUTUCS — TOTYBATHUCS (TOTOBUThCS) “‘prepare”.

* We also leave here the original after-OCR format to give the idea what the dictionary text looked like after

scanning and text recognition.
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3 Conversion to a database format

Working with the dictionary text in a text editor such as MS Word is very inconvenient, as it is impossible
to directly access particular structural units of word entries, and the pace of processing large text files is
very slow. This is why the dictionary was converted into a database where its structure is reflected in
separate tables and their columns and rows. This was done in several steps. First, dictionary text was split
into entries with the most primitive structure: the headword and the rest. This format enabled relatively
convenient check and further edition of the dictionary, already as a database. After the second edition the
larger part of the dictionary entry was further parsed and recorded into a more complex database (see
Section 6 for details).

4 Automated detection of structural elements boundaries of the dictionary

Information about the entry word limits, defined in the original by bold font and restored in the post-OCR
MS Word file, made it possible to mark the border between the headword and its explanation in the
database by placing them in separate columns. The borders between lexical entries were marked by line
breaks. The grammatical and stylistic information, highlighted by italics within the dictionary entry, was
marked up accordingly but retained in the same column for easier edition before the final, most detailed,
parsing.

To mark the boundaries of structural elements in a semi-automatic mode we used a variety of complex
context-dependent substitutions which took into account punctuation, the alphabet used (Latin or Cyrillic),
text formatting: regular, italic or boldface font, and the content of the word entry. In cases where the
context and the printing style were insufficient to clearly identify an element, the correction was made
manually.

Upon analysing the word entry structure and formal signs of structural elements, we can see the
following general picture:

Left-hand part
Headword (bold, new line)

* opt. homonym ([(I, II, ITI, IV)], [space])

* optional (additional forms, e.g., perfect aspect forms of verbs, phonetic variations, etc.)
grammatical forms ((* opt. [hyphen], [form], [comma]), * opt. hyphen [form], space)

mark grammatical categories [sort of] for declensions ((italic, [form], * opt. (dot, comma)), italic, [form],
* opt. dot)

tags of style

tags of topics and terminology

* opt. valency frame ([(], ((* opt. prepositions), forms) [)], space)

clarification / definition (__italic__: [(], [content] [)], [space])

interpretation: the basic form (Cyrillic, * opt. [[(], option ,[)], [space]], END :{[.], [;], [.]1}, space)
* opt. phrases (bold: [1st part], [space], [2nd part] (* opt. [space], [3rd part]) sign [:])

* opt. verbal form "si¢" ([;], [space], [/ / ~ si¢], [space], [right side], [.])

Right-hand part

* opt. meaning number (integer, symbol [)], space)

tag style / theme and terms (italics, * opt. [* opt. (point, point)], [dot] [space])
* opt. option value ([Cyrillic: (a, b, in)] [)], [space])

*opt. valency frame ([(], ((* opt. prepositions), forms) [)], space)
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clarification / definition (__italic__: [(], [content] [)], [space])

interpretation: the basic form (Cyrillic, * opt. [[(], option,[)], [space]], END :{[,], [;], [.]}, space)
*opt. grammatical forms ((* opt. [hyphen], [form], [comma]), * opt. hyphen [form], comma)

*opt. collocation examples ([;], * opt .[~], [variable part], [space], * opt. [the rest of the collocation],

[space], [construction], {[;], [.1})

*opt. phraseological ([;], [space], [<*>], [space], * opt. [tag style])

[newline]

Here are examples of contextual replacements to identify structural elements of the word entry.
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CONTEXT

REPLACEMENT PATTERN

[new line] [Latin, bold]

[new line] <Pee> [Latin, bold]

[Latin, bold], *opt.[,] space, [non-bold]

[Latin, bold] </Pee>, *opt.[,] space, [non-bold]

space, [integer], [closed bracket], space

space, <H3u> [integer], [closed bracket], </H3H> space

[Latin, bold], space {[I], [11], [II1], [IV]} space

[Latin, bold], space <Om>{[I], [II], [1I1], [IV]} </Om> space

</Pee> space, [Latin, italic] </Pee> space <I'pII> [Latin, italic]

{</Pee>, </H3u>}, space, [Cyrillic] {</Pee>,</H3u>},space,<ExB>[Cyrillic]

</Pee>[,] space [-] [Latin bold] </Pee> [,] space <I1C3> [-] [Latin bold]

[Cyrillic], space, [-][Cyrillic] [Cyrillic],</ExB> <Y ¢3>-[Cyrillic]

</H3u> space, [(][Cyrillic italic] </H3u>space,<Ytou>[(][Cyrillic italic]

[Cyrillic italic], [)], space, [Cyrillic ] [Cyrillic italic], [)], space, </YTou> <ExB> [Cyrillic regular]

</H3u> space, [(],[Latin italic] </H3u>space,<[1Kep>,[(],[Latin italic]

space, [1uB.] space, [Latin bold] space,<IToc>[nuB.]</Tloc>space,<Anp> [Latin bold]

Tab. 1. Examples of context replacements in the dictionary text for identification of structural elements

During the conversion some data were lost; in cases where entries were split between columns or pages
this was systematic, although not too frequent. During the second edition the loose ends were added
manually and further errors resulting from oversight during the first edition and parsing errors were
corrected.

S Defining the core vocabulary

Already in this simple format, the dictionary database has more functions than a simple text file, namely,
we can work with the entry list of the dictionary. As the actual database resulting from the paper edition
appeared too large for experimenting with lexicographic methods and producing preliminary ready-for-use
results, it was decided to select a core vocabulary of ca. 30 thousand lexical entries for the pilot version of
the dictionary. This selection is also the first part of the dictionary that is intended for public release for
use through a web interface. The frequency parameter was chosen as the criterion of selection. A
frequency list was generated from the IPI PAS corpus of the Polish language* with the help of the program
Poliqarp 1.2, which allows for statistic reports on corpora. Since Poligarp has restrictions on the length of
query reports, a query for each part-of-speech (or a flexeme in IPIPAN Corpus tagset presentation) was
run, which gave the additional advantage of supplying the frequency list with part-of-speech (POS)
information.

*  Available at http://korpus.pl.
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In order to avoid proper names, or rather to separate them from common nouns, adjectives and nouns
starting with a capital letter were excluded from the search. A typical query looks as follows:
[orth="[qwertyuiopasdfghjklzxcvbnmzZ¢éntéeas]. *" & pos="subst"] group by base sort by freq count all.

The table below shows the distribution of types generated for a given flexeme.

Flexeme Tag Types
Adjective (starting with lowercase letters only) adj 7157
Adjective (including those starting with a capital letter) adj 7283
Adverb adv 2762
Conjunction conj 67
Punctuation interp 43
Predicative pred 19
Preposition prep 66
Particle qub 448
Substantive (including those starting with a capital letter) subst 19957
Substantive (starting with lowercase letters only) subst 16798
Verb verb 12411
Verb (together with gerunds) verb 12546
Sum (without proper name candidates and gerunds) 39771

Tab. 2. Distribution of flexeme types

Gerunds, or so-called -nie forms, are treated in the IPI PAS corpus in a special way. They are included to
both ‘verb’ and ‘noun’ categories, and their lemma is identical with the infinitive of the corresponding verb.
Polish gerunds are an important part of the vocabulary; they are used more widely than their formal Ukrainian
correspondents. However, their formation is not completely regular: they are often homonymous with abstract
nouns. Their list was extracted from the corpus on the basis of the ending *nie. This list had to be manually
cleaned afterwards.

In general, the procedure of extracting the lexicon basing on the frequency criterion gave us the following
advantages: singling out words of low frequency that were included into the original dictionary version;
receiving a list of words of high frequency that was not included into the original dictionary version. This
information gives valuable information for further manipulation with the lexicon. For example, Polish words
that were not found in the IPI PAS corpus at all (or received a minimal frequency rank) but whose Ukrainian
equivalents receive high frequency rank in the Ukrainian corpus call for revision as suspects for archaisms.
This is the case with Polish obuwad, obué®, rozzuwac sie, przespiewanie, zakipied, etc.

Inter-POS homonymy was accounted for due to POS limitation of the search, while intra-POS
homonymy had to be ignored—the same frequency value was assigned for all homonyms within the same
part of speech.

> There are 21 uses of forms lemmatized obuc “put on shoes” in the IPI PAS corpus, 19 of them are participles form

obuty, still in wide use, and only two are finite past verb forms obuf, both from a novel written in 1985. No
occurrence of its aspectual counterpart obuwac has been found at all.
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6 Parsing the lexical entry and recording it in a lexicographic database

The next step of the work is a proper lexical entry parsing that enables creating a lexicographic editing
tool. The selection of the structural elements of the dictionary is carried out according to the original
lexical entry design. Polygraphic formatting peculiarities can be used for automatic identification of text
structure. In order to convert the primitive table into a lexicographic database, special labels are defined to
mark the beginning and the end of entries’ structural parts. The following formal boundaries of structural
elements have been detected from the analysis of text entries.

STRUCTURAL ELEMENTS LABEL

Polish register unit (word or phrase) Pee
Grammatical and semantic properties of a word equivalent I'pIla
Homonym number Om
Meaning number H3H
Ukrainian equivalent word ExsB
Polish inflectional element T1C3
Ukrainian inflectional element M
Grammatical and semantic properties of a word equivalent T'Ex
Phrase (collocation) Kon
Polish prepositional agreement element IIxep
Ukrainian prepositional agreement element Ykep
Phraseology label Dp3
Reference label Iloc
Comparison label Ilop
Reference address Anp
Specification of meaning YT1ou
Additional form (phonetic variant or verb aspect match elements) Hon

Tab. 3. Structural elements of words, and their labels.

In comparison with monolingual dictionaries, the bilingual dictionary has more a complex and specific
structure. The main difference is that the explanatory dictionary in its left-hand part describes formal
elements of the lexical unit and in its right-hand part deals with the content, its semantic elements.
Therefore the left-hand and right-hand parts of the word entry are clearly separated one from another in
(almost) all cases. The bilingual dictionary is characterised by a slightly different situation: the left-hand
side of the word entry describes grammatical characteristics and semantic features of the source-language
units, while the right-hand one describes the content represented by equivalents of words and phrases in
another language (in our case Ukrainian). Moreover, elements of the left-hand and right-hand parts are
given in a mixed order, creating a complex, intertwined structure.
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6.1 Parsing steps
Let us consider a relatively simple bilingual dictionary entry:

dobry 1) no0puii; ~re stowo n00pe (Jiackase) ciioBo; ludzie ~rej woli o1 100poT BOJi; z ~rej woli
3 10Opoi Boi, J0OPOBUTBHO; 2) (do czego) miaxoxkuil (i 4oro); ~ do tej roboty Mmigxoxuil U1 miel
pob6oTw; 3) (na co) mpunaTHuil (Ha 110); materia ~ra na ptaszcz MaTtepist npuaaTHa Ha TUIanl, ¢ posm. a
to ~re! ot ToOi 1 Maem! oT TOOI i1 Ha! po3m. ~ra nasza! Haiia Gepe!

We can see in the entry the Polish headword ,,dobry”. Its three meanings are rendered by different
Ukrainian equivalents: ,,mo0putt” (,,good”), ,,mimaxoxwuii” (,,suitable”), ,,ipumatauii” (,.fit”). Further we
have Polish phrases (collocations) as examples of word usage, and their Ukrainian equivalents. We can
notice Polish words in a truncated form in the entry, where the initial part of the word is marked with a
tilde. When used independently (space- or punctuation-separated mode) the tilde indicates the register
word as a whole. Besides, in the above example there are tags for prepositional agreement with
appropriate values, both of the Polish entry word and its Ukrainian equivalents, phraseological label ¢,
stylistic tags like posm. and so on.

Having replaced polygraphic formatting marks with explicit labels — HTML tags for boldface and/or
italic fonts — we can get the entry to look as shown below. The dictionary text that was marked up in this
way became the ground for further automatic entry parsing and additional tagging of the structural
elements:

<B>dobry</B> 1) no0puii; <B>~</B>re stowo nobpe (1ackase) cioBo; ludzie <B>~rej</B> woli iroau
JIo6poi Bodi; z <B>~rej</B> woli 3 1o6poi Bolti, 100poBinbHO; 2) (do czego) MiAX0Xuii (i1 40ro);
<B>~</B> do tej roboty miaxoxwuit 115 1iel podoTH; 3) (na co) mpuaaTHUAN (Ha I10); materia <B>~ra</
B> na plaszcz marepist npuaaTHa Ha miang; ¢ <I[>po3Mm.</I> a to <B>~re!</B> oT T06i i Maem! ot
TOOI i1 Ha! <I[>po3M.</I> <B>~ra</B> nasza! Hamma 6epe!

After the rearrangement of the labels by means of complex contextual replacements we receive the
following structural elements in a linear form with explicit marking of the limits (beginning and end) of all
structural elements of the entry:

<Pee><B>dobry</B></Pee> <H3n8>1)</H38> <ExB>n06puii</Exs>; <Kom><B>~</B>re
stowo</Kon> <ExkB>mobpe (mackaBe) cinoBo</ExB>; <Kom>ludzie <B>-~rej</B> woli</Kom>
<ExB>miomu  n1o0poi  Bomi</ExB>; <Kom>z <B>~rej</B> woli</Kon> <ExB>3 m106poi Bomi,
noopoBimbHO</ExB>; <H3u>2)</H3H> <IIKep>(do czego) </ITKep> <Exp>migxoxwuii</ExB> (mis
yoro); <Konm><B>~</B> do tej roboty</Komn> <ExB>minxoxuit mis uiei podbotn</Exs>; <H3H>3)
</H3u> <ITKep> (na co) </TIKep> <ExB>npunatuuii</Exs> <YKep> (Ha mo) </YKep>; materia
<B>~ra</B> na plaszcz <ExB>wmarepiss mnpumatHa Ha 1am</ExB>; <®p3>0 </DPp3>
<IpII><I>po3m.</I></T'plT> <Kom>a to <B>~re!</B></Kom> <EkB>0T T00i i1 Maemi! ot T006i i1 Ha!</
ExB> <[ 'pII><I>po3m.</I></I'pIT> <Kom><B>~ra</B> nasza!</Kom> <ExB>Hama 6epe!</ExB>

The linear format can be further split into a hierarchical tree on the basis of links between entry
elements. The figure below shows that the first meaning of the Polish headword corresponds to one
Ukrainian equivalent. Additionally, three examples of collocations with the headword are given together
with their Ukrainian equivalents. The phraseology zone includes two Polish phrases marked as
colloquialisms, the former corresponding to two Ukrainian equivalents, and the latter only to one.
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6.2 Tree-structured entry record

<<Pee><B>dobry</B></Pee>
<H3u>1)</H38>
<ExB>n06puti</ExB>;
<Kom><B>~</B>re stowo</Koma>
<ExB>mo0pe (itackase) cnoBo</ExB>;
<Kom>ludzie <B>~rej</B> woli</Komr>
<ExB>mtoau 100poi Bomi</ExB>;
<Komn>z <B>~rej</B> woli</Komn>
<ExB>3 1006poi BOIi, T0OPOBUTBHO</EKB>;
<H3u>2)</H38>
<ITKep>(do czego) </T1Kep>
<ExB>miaxoxuii</ExB> (1151 40r0);
<Kom><B>~</B> do tej roboty</Komn>
<ExB>migxoxwuit i niei poooTu</Exs>;
<H38>3) </H38>
<ITKep> (na co) </T1Kep>
<ExB>npuaatauii</Exs>
<YKep> (na mo) </YKep>;
<Kom>materia <B>~ra</B> na ptaszcz</Komn>
<ExB>Martepis npugaTHa Ha miam</Exs>;
<Dp3>0 </Dp3>
<IpII><I>po3m.</I></Tpll>
<Koim>a to <B>~re!</B></Kom>
<ExB>0T TOOI It Maem! ot T0Oi i1 Ha!</ExB>
<I'pII><I>po3m.</I></TpII>
<Kom><B>~ra</B> nasza!</Kon>
<ExB>Hama 6epe!</ExB>

Fig. 1. The entry ,,dobry” as a tree structure.

Another example of a word entry with more structural elements:

ale 1) ane; ta (pidwe); 2) (nicas 3anepeunoi uacmunu peuenwst) a; nie tutaj, ~ tam He TYT, a Tam; ¢ ~i
tak meBHa piy, 3BU4ANHO; npuk. nikt nie jest bez ~ HeMae JIOAUHU O€3 BaIU.

We can see here, inter alia, a clarification of the meaning, in this case through providing the context of
usage: nicas 3anepeunoi uacmunu peuerns “after the negative part of a sentence”; additional information
about the frequency of use for one of the equivalents: pidute “more rarely”; not fully synonymous
equivalents separated with a semicolon; a mark indicating a set expression, npuk. “saying”.

Upon the replacement of the formatting tags with explicit labels this entry looks as follows:

<B>ale</B> 1) ane; ta <I>(pinme)</I>; 2) <I>(micns 3anepedyHoi 4acTUHU pedeHHs)</I> a; nie tutaj,
<B>~</B> tam He TyT, a Tam; ¢ <B>~</B>i tak meBHa piy, 3BUUaitHO; <I>mnpuk.</I> nikt nie jest bez
<B>~</B> HeMae JTIoMHU 0€3 BaIu.
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Upon contextual replacements inserting structural labels:

<Pee><B>ale</B></Pee> <H3u>1)</H3u> <ExB>ane; ta</ExB> <I>(pimme)</I>; <H3u>2)</H3u>
<YTou><I>(miciss 3amepeyHoi 4YacTMHU pedeHHs)</[></YTou> <ExB>a</ExB>; <Kom>nie tutaj,
<B>~</B> tam</Kom> He TyT, a Ttam; <®p3>0 </Dp3> <B>~</B>i tak <EkB>mneBHa piuy,
3BuuaitHo</ExB>; <I1px><I>npuk.</I></TIpk> <Kom>nikt nie jest bez <B>~</B></Komx> <ExB>Hemae
JoIMHM 6€3 Bau</ExB>.

6.3 Generalized structure of the word entry

Thus, a generalized structure of the word entry for the Polish-Ukrainian dictionary can be presented with
certain simplification in the following way. Elements of the right-hand side of the dictionary, i.e.
Ukrainian equivalents with their appropriate labels, are in italics.

Headword
Homonym number
Inflectional elements (can recur)
Variants or parallel forms (recurring)
Headword variant (phonetic variant or verb aspect counterpart)
Inflectional elements (recurring)
Variants or parallel forms (recurring)
Linguistic characteristics (labels for grammatical categories, style, terminology)
Inflectional elements (recurring)
Labels of style and/or terminology (recurring)
Number of meaning
Linguistic characteristics (labels of grammatical categories, style, terminology)
Valency frame (agreement labels)
Specification
Word equivalent
Inflectional elements (recurring)
Specification of meaning
Variants or parallel forms
Inflectional elements (recurring)
Specification of meaning
Phrase (recurring)
Phrase equivalents(recurring)
Grammatical parameters (stylistic labels)
Set expression (recurring
Set expression (recurring)
Grammatical parameters (stylistic labels)
Verbal forms with reflexive sie
Inflectional elements (recurring)
Variants or parallel forms (recurring)
Headword variant (phonetic variant or verb aspect counterpart)
Inflectional elements (recurring)
Variants or parallel forms (recurring)
Linguistic characteristics (labels of grammatical categories, style, terminology)
Inflectional elements (recurring)
Labels of style, terminology (recurring)
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Number of meaning
Linguistic characteristics (labels of grammatical categories, style, terminology)
Valency frame (labels)
Specification
Inflectional elements (recurring)
Variants or parallel forms
Inflectional elements
Set expression (recurring)
Phrase equivalents(recurring)
Linguistic parameters (stylistic labels)
Set expression (recurring)
Set expression (recurring)
Linguistic parameters (stylistic labels)

Fig. 2. Generalized tree structure of the word entry in the Polish-Ukrainian dictionary.

7 Reversing the language direction in a bilingual dictionary

It is desirable in a bilingual lexicographic system to be able to access this system not only through the
source-language entry list (the left-hand part of a bilingual dictionary) but from the target-language units
(the right-hand part) as well. Thus, the reversal of the bilingual dictionary so that the left-hand and the
right-hand parts of the entries change places becomes another important task. The objective actually is to
transform the Language,—Language, dictionary into a Language,—Language,one. This task is far from
being trivial because, as we can see, the information about the correspondence between words and word
combinations of the two languages is recorded according to lexicographical tradition in a laconic,
compressed form, most economic and convenient for the user. This problem is solved through “unfolding”
the word entry into a set of basic equivalents, i.e., separating rows of original words or phrases and their
respective equivalents in the other language, along with the corresponding grammatical, stylistic and
thematic information.

The conversion of a word entry of the initial dictionary into a set of elementary equivalents requires
several operations. First of all, abbreviated words with tildes are to be replaced with their full versions,
ie., ,~ra”, ,~re”, ,~rej” are restored to ,dobra”, ,dobre”, ,dobrej”. This is done automatically by
searching the first letter (after the tilde) of the shortened word in the full-form word; the search is carried
out from right to left. The part from the entry word on the left of this letter gives us the string to be
inserted instead of the tilde. The next step is to detect the limits of the equivalents together with their
source-language counterparts. The boundary is defined due to obligatory occurrence of the equivalent
expression from the target language after any source-language word or phrase. One word is often
translated as several words and/or phrases. Equivalents are often presented by short synonymic rows,
where synonyms are separated by commas.
A comma inside an equivalent expression often, although not always, means a limit between synonymous
equivalents. Therefore, it can be used for dividing an entry into basic sets of equivalents automatically.
Here is a fragment of our sample entry dobry:

z ~rej woli 3 1oO6poi BoJIi, T0OPOBIIBHO;

with the first step it turns into the line:

z dobrej woli 3 m0Opoi BoJIi, TOOPOBIITLHO,

with the second step the line is split into two more basic sets of equivalents:
z dobrej woli 3 1ob6poi Boi 1;

z dobrej woli JoOOpOBITEHO 2.
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The equivalent rank, taken from the order of the equivalent expression in the entry, is assigned
automatically. It usually indicates a kind of priority, a higher frequency or higher standard of the
translation equivalent of the entry in question. This information can be useful for further stages of work
with the reverse dictionary. In our example we receive information about the priority of the translation
equivalent ,,3 moopoi Bomi” (lit. ,,of one’s free will”) for the Polish phrase ,,z dobrej woli”, although in
general another translation equivalent, ,,JoOpoBiIbHO” ,,voluntarily”, is equally common.

Sometimes a comma inside the equivalent zone is not a sign to separate two different (synonymous)
values, but is a part of an equivalent phrase, as in:

~ (ten), ktéry to powiedziat ,,ToH, sikuii (1110) Ue ckazap”

In this case, ,,Toif, gxuil (110) e ckazap” (lit. ,the person who (that) said this”) is an integral
equivalent. At the same time, brackets are another indicator of variability of the translation equivalent and
point to
a compressed translation. Thus, we have two elementary equivalents here:

ten, ktéry to powiedziat ,,Toii, axuii e ckazas”
ten, ktory to powiedzial ,,Toii, 1o e ckaszaB”

Apart from a pair of equivalent words or phrases with the same meaning, an elementary equivalent set,
as we define it, should also include various labels available for this pair. For this particular dictionary
these are: grammatical category, peculiarities of morphological forms, stylistic and terminological tags, as
well as an extended valency frame that also includes information about prepositional agreement. Although
prepositional agreement is also a kind of valency information, a significant difference in rendering
information about proper valency frames is that the former ones are given in italics, and the latter ones in
regular type and, normally, in brackets. Clearly all phraseology, proverbs, etc., found in the original
dictionary, preserve their status in the reverse dictionary as well.

dobry 1) no0puwuii;

dobre stowo no6pe cinoso 1;

dobre stowo mackaBe clI0BO 2;

ludzie dobrej woli moau 106poi BOI;

z dobrej woli 3 7o6poi Bomi 1;

z dobrej woli 1oOpOBINBEHO 2;

dobry 2) (do czego) miaxoxuit (11 40T0);
dobry do tej roboty miaxoxuit 1S iei podboTu;
dobry 3) (na co) npunaTHUii (Ha 1110);

materia dobra na plaszcz matepist npUIaTHaA Ha IJIALL;
O posm. ato dobre! ot TOOI 11 Mmaem! 1

Q po3m. ato dobre! ot T0Oi 1 Ha! 2

¢ posm. dobra nasza! Hama Oepe!

The next step is to swap the elementary equivalents, which is a trivial operation of replacement of the
left-hand side of the line with the respective right-hand side:

noOputt; dobry 1)

nobpe cioo 1; dobre stowo

Jackase clI0BO 2; dobre stowo

o 1oopoi Bodi; ludzie dobrej woli
3 moOpoi Bojti 1; z dobrej woli
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J06poBibHO 2; z dobrej woli

MiaX0XuM (151 4oro); dobry 2) (do czego)

I IXOXUM s 1iei poooTy; dobry do tej roboty

3) (na co) npunatHui (Ha 110); dobry

materia dobra na plaszcz matepist npugaTHa Ha ILJIAIL;
¢ oT T00i it Maem! 1 posm. a to dobre!

¢ ot T0Oi i1 Ha! 2 po3m. a to dobre!

¢ mama Oepe! posm. dobra nasza!

However, the result of this reversing operation for basic equivalents is still quite distant from a genuine
reverse bilingual dictionary formed according to lexicographic rules. This is why the further stage of work
requires a number of compression operations, folding the entry back into a different combination of units.
First, a list of words and word combinations available in the initial dictionary Language,—Language, in
the alphabetic order of Language, is created. In our case, basic equivalents extracted from the dictionary
become the basis for the Ukrainian word list. The next step is the formation of word entries of the reverse
dictionary. The equivalents extracted from the ,,dobry” entry, will appear in the entries containing relevant
Ukrainian equivalent expressions: ,00puit” (,,good”), ,JackaBuii” (,kind”), ,J100pOBiTBHO”
(,,voluntarily”), ,,mimxoxuit” (,,suitable”), ,,mpumatauii” (,fit”), ,,Matu” (,,have”), ,,Ha” (,,on”), ,.,0patu”
(,.take”) and others. Clearly equivalents, for example for ,,maTu”, used either as a frequent functional verb
or a noun (“have” or “mother”), will be gathered from various Polish headwords. To receive the basic (so-
called dictionary) forms of words, the lemmatization procedure will obviously have to be used. The
Ukrainian Grammatical Dictionary together with its supporting software developed at the ULIF NASU
can serve for this purpose. Besides, it should be noted that main words of collocations should be
determined during the compilation. These words will be the input to collocations in the reverse dictionary.
If this choice is made and a system of grammatical identification of lexical units (lemmatization and
paradigmatization) is available, the further creation of the inverse dictionary can be carried out
automatically. Of course, some post-processing manual check and edition will be necessary anyway.

8 Database and an editing tool

After all basic cleaning and parsing stages the dictionary database is ready for further lexicographic work.
A special editing environment is highly desirable for the more convenient work of the lexicographers,
enabling them to introduce systematic changes into the dictionary. The lexicographical database of the
explanatory dictionary of the Ukrainian language (“CioBHUK ykpaiHcbKoi MOBU”) developed at the ULIF
NASU can be used as a model. In particular this system allows the user to view entries, directly access
individual structural elements, as well as modify entries, replace elements, change the sequence of
homogeneous structural elements, remove entries and add new ones to the dictionary. Thus, the lexico-
graphical system is both a reference system for the user (an electronic dictionary) and an operating tool for
lexicographers who compile or edit a dictionary. It should be noted that the structure of a bilingual
dictionary differs significantly from a monolingual explanatory one, which turns the creation of a bilingual
lexicographical database into a special independent task for which new solutions have to be found. An
essential property of bilingual lexicographic systems is enabling users to enter the dictionary through
either of the two languages’ word list, which requires a reverse dictionary creation technology.

The approach presented here can produce an updated dictionary, as well as a lexicographic system as
a computer tool set for further expansion and modification of the bilingual dictionary.
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9 Future work

Lemmatization and paradigmatization allows us to conduct further interesting experiments. The word list
of the Ukrainian part of the dictionary, with a frequency index, can be mapped against the word list of the
explanatory Ukrainian dictionary. This can help us detect more outdated words, Russisms and Polonisms
in an automatic way. It would also be interesting to see whether there are words of high frequency in the
explanatory dictionary that are not used in the bilingual one and analyse this group.

On the other hand, we need to complete the bilingual dictionary with new terminology, e.g., of
computer science, business, law, technology. Preliminary word lists for these fields to work with have
already been extracted from the explanatory dictionary. Since bilingual terminology is usually presented
by one-to-one correspondents, and our system allows for the reverse language direction to work with
lexical entries, the source language of terms is no longer so important. Further work on existing lexical
entries from the point of view of consistency of the grammatical description and presentation of semantic
correlation of meanings within lexemes must be done as well.

Another practical task, important for language didactics, is extraction of automatic interlingual
homonymy, or so-called translator’s false friends.

We also plan to use Polish-Ukrainian corpus (PolUKR)® for acquisition of more translation equi-
valents, either automatically or manually.
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To a Question about Semantic Syncretism in Old Russian Language
and Its Reflection in Modelling Semantics of an Old Russian Word*

Irina Nekipelova

Izhevsk State Technical University

Now the developments of the modelling of a word lexical meaning description and its semantic relations
are important in the work of multifunctional web-modules of texts transcriptions. In this connection the
creative group under V.A.Baranov's direction works at the creation of the automated lexical-semantic
analyzer in the informational-analytical system “Manuscript” (http://manuscripts.ru/). This
aspect is connected to a problem of the system use for the linguistic research in the field of the vocabulary
and semantics and the development of the linguistic search system allowing the user to have an exact idea
about a word lexical meaning and its semantic relations in language and texts of ancient manuscripts, kept
in IAS “Manuscript” databases. Problems of the modelling of semantic, thematic and word-formation
relations of words of the Old Slavonic and initial ancient Greek texts, the search of conformity, the storage
of semantic relations in databases and their use are the most important.

Types of the lexical description are a basis of the lexical meaning and word semantics modelling in
databases. Originally it is necessary to differentiate concepts a linguistic meaning and a lexical
(nominative) meaning. Different in volume linguistic units - from a mark to a word-combination (a mark,
a word form, a fixed expression, a word-combination) - have a linguistic meaning. Also, different in
volume linguistic units - from a word to a fixed expression (a word, a speech formula, a fixed expression)
- have a lexical (nominative) meaning [Nekipelova 2006: 140-147, 2006: 298-303]. Also, it is necessary to
say that “All types of the meaning are understood as the additional ones to each other, i.e. as parts (the
sides, aspects) of the whole” [Nikitin, 1997: 51]. It is significant because at the description of word
semantics in its history it is necessary to take into account some facts complicating the research. First, the
word (its word forms) in its modern state is examined only in a certain context / contexts that complicates
the fixation of all possible word uses and its connections and relations with other linguistic units because
the extant texts can not reflect all word relations which were realized during that period of the language
development. Therefore, it is evidently the researcher examines not the whole semantic field. Thus, as the
result of the lexical-semantic analysis of word functioning in a context it is possible to fix only certain
semantic word relations, and only in exceptional cases it is possible to assume about the some elements
existence connecting some linguistic phenomena because there is no full reliable information about all
word relations and characteristics, no full list of word meanings, formula, fixed expressions, etc. from that
period of the language existence. Many scientists are engaged in the reconstruction of these relations and
their opinions about the ancient text interpretation do not always coincide.

Second, at the interpretation of words relations used in ancient texts, it is not always possible to speak
about absolute adequacy of such an analysis because the description of word semantics is examined within
the semantic word relations in the modern language which could not be in this lexeme at earlier stages of
the language development. The basic complexity of the Old Russian texts studying was formulated by
V.A.Baranov: “Unfortunately, till now we are not always sure that our understanding and interpretation of
Old Russian texts from the point of syntagmatic relations, grammatic structure and semantics view is
adequate to the text understanding by the ancient scribes” [Baranov 2003: 16]. The research of texts
semantics is the most complicated because ... the system of Russian is just being formed and presents the
other system, in many aspects different from modern one” [in the same place].

*The study and preparation of these results have received financing from the grant of president Russian Federation
under grant agreement MK-4353.2008.6.
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First, when we describe word semantics and its language relation we are guided by a context in which
the word is used, and by the data of various linguistic dictionaries, fixing the use of a word in analogous,
similar or other contexts. The use of dictionaries helps to reveal typicalness / atypicalness / occasional use
and regularity / irregularity of the word use in a text / a context. It is important for revealing the regular
and casual word use in the certain period of the language development.

Now rules of the meaning types description of each word are developed. Semantics modelling is the
development of the semantic description typical structure, and the instantiation of this structure depends
on the individual characteristics and relations of words.

The semantics modelling of an Old Russian word is submitted on a material of Color Triod text, in 11-
12 and in 13" Centuries. (PTAA, ¢. 381 (Cun. tum)), Ne 138, 173 p. Further the work with a material
of other Triods lists, contained in the database IAS "Manuscript", and also Triods lists, being prepared for
the publication is planned.

We developed the structure of the word meaning description as relations, reflecting hierarchical words
connections. The structure of the semantic word description shown in the table demands some comments.

The basis of the characteristic of word relations and attributes is the description and differentiation of
the linguistic typology of word meanings. The linguistic typology of meanings directly connects them with
the way of the language words expression. “As a matter of fact, the linguistic typology of meaning has no
direct relation to the contents and the character of an expressed meaning, and characterizes it on the
linguistic unit level” [Nikitin 1997: 67]. The linguistic typology of meanings directly connects a meaning
with the way, character of its language expression. The basic categories of the linguistic typology of
meanings are grammatic, nominative and communicative, and, also, syntactic, morphological and word-
formative (as types of grammatic meanings), lexical, phraseological, word-combinative (as versions of
nominative meanings) meanings. Differences in the stratification nature of linguistic units are the base of
differences in linguistic types of the meaning.

First of all, we develop the nominative type of the meaning because it directly reflects lexical-semantic
word relations.

The definition of a lexical word meaning is the most important for the lexical word description when
there are seven basic types of the lexical word meaning description: encyclopedic, defining, etymological,
synonymic, antonymic, reference, homonymic.

There are no examples for the encyclopedic and etymological interpretation - the citations from the
Triod because they reflect initial word relations. The encyclopedic word meaning is right only for the
initial word meaning. The homonymous lexemes have no the encyclopedic meaning because dictionaries
of this type do not contain meanings of homonyms. The same concerns the etymological word description
all derivatives and homonyms have no the etymological characteristic. However, for the semantics
description of the majority of them the field of word-formative relations — “reference meaning” — “to
a primary word” (if it is possible use the data of the word-formative dictionary) is filled. Thus, we see the
description of the phenomenon and word meaning from the different points of view which are not
contradictory to each other.

Fields, where the phraseological meaning is fixed, are filled in process of the increase of researched
materials volume. As known, the process of the conversion to a fixed expression has a long history, and
those set phrases and expressions which are in tests of textual heritage of the 11-14" Centuries, are not yet
fixed expressions. Mainly, scientists fix the functioning speech formulas this period.

V.J.Deryagin notes: “For the period of the usual business writing in the language aspect the formula is
needed to be understood as a phrase of the nominative or communicative character, and also a word-
combination, a phrase (the model of the sentense) with more or less constant lexical structure. On occasion
the formula can consist of the several sentenses connected among themselves with the syntactic and
semantic link” [Deryagin 1985: 243]. The formula is the basic unit of the stylistic analysis of the business
text, it is the unit of a text level, but at the same time the formula can be determined in the terms used for
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units of other levels, lower in the hierarchy: a formula - an offer (the certain type), a formula - a word-
combination (the certain type), a phrase [In the same place: 244].

However, language formulas are not only in texts of business writing, but also in texts of other genres
because the use of speech formulas is defined not only by the genre characteristic, but also by the common
language processes. One of means of the speech formulas formation is the semantic tracing of the Greek
metaphors resulting to their symbolization. V.V.Kolesov's the term “formula” first of all correlates the
term to the form of the borrowed symbols of the Greek culture expression in Old Russian texts. “Most
ancient [loan words] were not free from contexts in which they went to Slavs, and these contexts got to
them in writing translated texts. The word-combination was adopted as a whole, that’s why loan words
became fixed” [Kolesov 2002 : 201]. Thus, formulas are word-combinations or sentenses connected by the
syntactic (in a context), phraseological and semantic (by sense, the contents) links and characterized by the
stability and reproducibility [Nekipelova 2005: 188].

The field “speech formulas” is constantly filled. It is necessary to note that those linguistic units which
are marked in this field, do not always have the meanings fixed in various dictionaries, and from the point
of view instantiation of citations from the Triod text the field "fixed expressions" is empty. It is possible
these two fields do not coincide and have no common data.

Defining meaning is submitted as linguistic and contextual ones. Linguistic word meaning is the one of
linguistic unit, that is the unit fixed in language of the certain period, regularly used in texts of various
genres. The basic parameters of this fixedness are: 1) the high rate of the word use in ancient textual
heritage; 2) fixation of a word and its meaning in the Dictionary of Russian of 11-17® Centuries; 3) the
coincidence of its meaning with the etymological meaning. All other cases of word meaning repre-
sentation (a derivation and a homonymy) are located in other fields. So all homonyms and the semantic
derivative words fixed in dictionaries are represented. The meanings which have not been fixed in
dictionaries, are represented in a field “contextual meaning” as independent lexical units with those
meanings which they have in the given context, added by co-meanings and connotations.

This differentiation, in our opinion, is expedient because when the user finds the lexical meaning of an
exact word he should get the meaning of exactly this word in this context, instead of all meanings in what
the required word can be used. It is important also for the description of word-formative relations: in the
description of word semantics the exact representation of the primary word and derivative words by the
semantic way should be shown. The definition of contextual word meanings is important for the word
interpretation. We develop some criteria of differentiation of linguistic and contextual meanings. One of
criteria - presence or absence of the meaning description in dictionaries, in the first case we speak about
the word use which has settled in language, in the second case that process of the concrete use fixedness is
still being developed or in the casual use. The following criterion is the use degree in one text, in texts of
one genre, in texts of different genres. The use frequency reflects the word fixedness in the language, the
rare or individual use reflects incompleteness of the word fixedness or about its casual / atypical use. The
third criterion is the fixing of an absolute word use as a lexeme independent of a context or an opportunity
of the word use only in system relations with other words in the context. The opportunity of the absolute
word use testifies to existence of this word as the high-grade unit in the language of the certain period. The
opportunity of the word use only in a context can testify about its occasional use, the full dependence on
the context, the symbolical character of the text meaning, the expansion of the word semantics and the
initial stage of the formation process of the semantic derivative and, at last, about the process of the
conversion to a fixed expression of word-combinations / statements. The successive use of these three
criteria for the description of the word functioning most precisely allows to reveal the linguistic or
contextual character of word meaning. This field from the point of view of the scrutiny level is the least
investigated, therefore the special attention will be paid to the semantics description of these units.

Certainly, not all fields will be filled as a result of the analysis of different words semantics. The
lexical meaning can be the reflection of a simple feature and no more, then it has the simple structure of
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words, not decomposable on semantic features. Similar words have no definitions in explanatory
dictionaries and they can be interpreted only indirectly - by synonyms or by the use. The list of these
words till now is not clear for scientists. Thus, investigating the word semantic relations, also it is
necessary to specify the interpretation through synonyms, antonyms, reference interpretation and
interpretation through the word use. In many cases it will be carried out with the help of comments and
supplementary information.

Not always a word have all types of meanings. All significant words potentially have all submitted
characteristics, features and relations, however, only few words as much as possible realize them. As
a result, at the analysis of different words semantics some fields will not be filled. Also, the main problem
of the semantics research in a language history is connected with it. The subjects of the problem of the
lexical-semantic model construction is connected with several aspects in linguistics - first of all, with the
word-formation, lexicology and semantics, therefore methods of all these sections should be presented at
the work. Alongside with the process of the new lexemes formation it is necessary to show functioning of
these lexemes in the language and the text and also concretize those processes which occur in a word
semantic structure. The data of modern Russian do not give the exact answer how these processes are
realized, and the use of the historical material strongly complicates the research process because to
a greater extent it promotes the analysis subjectivity, the attributing derivative those characteristics which
are caused by an individual view of an author.

The complexity of the semantics description is connected with a number of factors: first, the basic
problem is the semantic model in itself because we should take into account the data of all language levels
in the model while semantics is not the language level — it is the content of the language; second, we
should take into account the language development in the semantic model where the change of a semantic
component is the most variable one. Thus, the model should represent time and spatial relation, vertical
(diachronic) and horizontal (synchronic) relations) of language units.

Complexity is the definition of homonymic and derivational relations. It is connected with the problem
of the polysemy, homonymy, and semantic derivation. However, the analysis of the language material
shows it is not the opposition of the terminology for the same phenomena nomination, but it is the name
and the definition of the different phenomena which are not valid and differentiated in linguistics because
it is not taken into account that the mark, instead of a word [Kolesov 2002], is of many meanings.

Originally, in the early period of the language development the semantic syncretism of words was
fixed when the word directly named a denotatum and meant something greater. The origin and activization
of the process of the addition of a word meaning by connotations have resulted in the transition of Slavs
mental thinking from the subject, concrete type of thinking in itself — the direct nomination of a denotatum
- to the abstract type of thinking — the subaudition, meanings addition.

But not all words were syncrets. Some words did not develop additional meanings and even
connotations. Their subject meaning was kept very long, and in some cases it has not changed by now.

Homonyms and semantic derivatives functioning is not attached that period because the word meant
more than a concrete denotatum. That time the context (a word environment) starts to gain in importance
because it had the basic semantic meaning.

This process is the result of extra linguistic factors because the complication of the language system
became the result of the complication of cause-and-effect relations in the world and, hence, in Slavs view
to the world. Occurrence of the new information about the world should be expressed by means of the
language. And development of the new information inevitably occured by the comparison with known
things about the world, and even moreover - on a basis of known. For the first time this thesis was stated
by Nikolay Kuzansky. But the attention to it was paid in linguistics much later: in a number of the works
F.I.Buslaev and A.A.Potebnya proved the anthropocentrism of the human thinking and the expression of
this thinking in language, learning through already known facts. The complication of the language system,
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including the complication of its semantic part, was connected with the complication of the process of
Slavs extrapolation who became capable not only to name but also to assume and expect.

The semantic syncretism was based on the combining of additional meanings, the mark representing
a symbol, became to name or designate many things. And the context was intended to help to determine
the relevant symbol meaning, a mark in a situation. The symbol in itself as a language mark represented
the system of the potential meanings and connotations, attributed to a word as a mark during this period of
the language development. Any potential meanings could be realized in a context and become relevant
ones, but only for this and similar contexts. As a result, the first linguistic and speech units with both
syntactic and semantic links, with the certain constancy in use and functioning were formed, first, in the
contextual use, then in the language. However, they had some freedom in the grammatic expression: the
structure of these units, the completeness and sequence of the structure, the word-formative and
morphological forms forming the compound name were rather free.

Semantic syncretism was based first of all on the expansion of a word semantic volume, but this
expansion was the process of the meanings and connotations juxtaposition, but not result of a new word
forming.

The end of words syncretism process was connected with the occurrence of the semantic derivatives
which have appeared as a result of metonymical processes, based on the nomination by the contiguity.

Actually, it is impossible to divide time of the syncrets and metonymical derivatives functioning, it is
right to say about the gradual change of thinking, and, then about the gradual prevalence of syncrets
functioning, and then about the derivative one. However, always in any developing system including
a language, transitive stages and the elements which are the reflection of these stages are fixed. Therefore,
the disintegration of a word initial syncretism can be shown by means of the analysis of disintegrating
syncrets, but only in a functioning system of these formations.

Also it is necessary to tell this process, like all processes in a language, is not absolutely universal as it
is impossible to tell about the universality and objectivity of the human thinking. Therefore, it is not
necessary to be surprised when we meet a metaphor a little before XIV century, and there are some
examples of the semantic syncretism in the modern language.

The occurrence of semantic derivatives is connected with completely different ways of Slavs thinking
and expression of their mentality. Actually, it is necessary to differentiate the metonymic derivation with
the analogical processes and the metaphorical derivation.

The metonymic derivatives were formed as a result of disintegration semantic syncretism of words —
the differentiation and division from each other those meanings which were combined concerning one
mark and which in due time promoted the expansion of a word semantic volume. It is essentially a typical
process as a result of which the certain word-formative models were generated. It is not a categorical
breaking, but it is the categorical continuation of the development of those meanings which emerged in
a syncretic words. The metonymy reflects the development of the abstract thinking, that is the definition
and designation of a denotatum by means of the abstraction of new things from known and concrete ones,
that initially was a base for the denotatum nomination.

Metaphorical derivatives were formed in the result of "gallop" in the thinking, a division of new from
already known, the categorical breaking. Such linguistic process could be realized only in more developed
thinking, rather than in abstract one. The occurrence of metaphors has resulted in the transition of Slavs
thinking to more high level - abstract, it is not the abstraction, and a gap, therefore the metaphor is the
essentially not typical process which should not be mixed up with the concept “atypical process”.

The formation process of the metaphor have been examined since Aristotle who has given its
theoretical substantiation and definition for the first time. For all this time scientists even allocated typical
models on which new metaphorical derivatives can be formed. But all these statements do not have the
universal character. The language competence allows to native speakers to distinguish the whole
categorical breaking which results in the metaphor, from the categorical breaking which results in
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a mistake. For example, names of some parts of a body are used for the metaphorical name of the person
to which the certain attributes and qualities are attributed on the basis of individual associations (similar
nominations have appeared one of the first in language of the Middle Ages (a hand, an ear, an eye), the
rethink of ancient Greek metaphorical loan words (language, a head) promoted to that, but some other
names of parts of the body till now are not used for the metaphorical nominations (a leg, a side etc.).
Linguists have described the process of the formation of the first things, but till now they are not capable
to explain absence of it in the functioning of the second ones. Typicalness of a metaphorical derivation is
an artificial association of derivatives on the basis of their belonging to the certain subjects, but the
development of metaphorical models is a substitution of word-formative relations by the nominative
approach to the characteristic of these derivatives.

The difference between the metonymical models and the metaphorical groupings is connected with
that the formation of the metonymical models is the one of word-formative models with a high degree of
potential fillability while the formation of the metaphorical groupings is a result of immediate individual
processes. It confirms the analysis of the language data in the language history. The metonymical models
are realized consistently and in the wide volume, the formation of the metonymy is essentially clear.
Therefore, the realization of the metonymical derivations potentiality is the real, consecutive, possible
phenomenon. And the potentiality of metaphorical derivations is the inconsistent, immanent, and probable,
the occurrence of the metaphor only can be assumed instead of the prediction.

The best proof for this it is the use of the lexicographic materials: in dictionaries there are a great
number of meanings based on the metonymical relations (as for the lexicography we cannot say about
derivatives because only in case of the homonymy the words meanings belong to different words with the
identical phonetic expression), thus the majority words in Russian, even in nonliterary its form, have the
ramified meanings; and metaphorical names are not so frequent as metonymical ones. Therefore, we can
not speak about change of the metonymical thinking to the metaphorical one on the boundary of 14-15%
Centuries because there was the addition, instead of the replacement: the activization of the metaphorical
thinking has not eliminated the metonymical thinking like the development of the abstract thinking has not
become the proof of the refusal from the subject one (the direct denotatum nomination is often a basis for
the nonderivative words).

It is wrong to identify concepts a derivative and a homonym. It is the result of different processes. The
derivative is first of all a concept of the word-formation because it means word-formative relations, the
homonym is the concept of the lexicology because it means relations between the words without word-
formative relations.

Semantics penetrates all language levels, that is why at the construction of semantic models it is
necessary to take into account the processes of other levels. For this reason, the semantic models are
essentially different from other linguistic models. Here the instantiation of models is not the basic factor
because the instantiation is not connected with the universality. While one of the basic criteria of a model,
including the linguistic model, is the prediction of unknown, but possible behaviour of an object which
should be proved by the data of the supervision or the experiment.

The modelling means the use of the abstraction and idealization. Reflecting the relevant essential (from
the point of view of the research) properties of the original and distracting from insignificant ones, the
model becomes some abstract idealized object. Any model is based on a hypothesis about the suggested
structure of the original and it represents the functional analogue of the original that allows using
knowledge about the model for the original. Ideally, the model should be formal (i.e. it should have initial
objects, in an explicit form and identically defined, the relations, connecting them, and rules for use), it
should have the explanatory power (i.e. not only to explain the facts or the data of experiments,
inexplicable from the point of view of already the existing theory but also to predict unknown earlier, but
possible behaviour of the original which should be proved later by the data of the supervision or
experiments).
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The modelling of a word semantics is the infinite process because the semantic model should be not
simply a base for the description and classification of linguistic units semantics, but the structure of all
possible semantic relations, even if any element will be single.

As a result of the lexical-semantic and grammar-semantic analysis of all words used in Triods, the
semantic model, hierarchically designed and including all the word connections and relations from the Old
Russian language should be formed because the complex of meanings and connotations forms the
semantic system of the language (system of meanings).
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Abstract. In this paper the author presents the foundations for a t#ooatly-rigorous classification
of lexemes into classes (parts of speech). Then he presehtmalyses a portion of a new and already
widespread classification into parts of speech (POS) aedhioy Zygmunt Saloni. Saloni’s classifica-
tion is also known from the tagger for Polish, TaKIPI (IPI PAMrpus tagger). The analysis of Saloni's
classification is aimed to develop morphosyntactic charatics for all POS classes in the Polish
language that would be in line with the morphosyntactic gpations used in MULTEXT-East. The
author adjusts classification of Polish categories to the WMEXT-East requirements. When necessary,
he extends the already existing MULTEXT-East morphosytitapecifications in accordance with its
descriptive convention. The first stage involves develagroémorphosyntactic specifications for Pol-
ish nouns. Given the innovative subdivision into parts @&fex, differing from traditional grammatical
descriptions, and the existence of morphological, semamd syntactic subcategories not found in
other languages, the author expands the number of markeéPelish nouns. The following categories
are the new morphosyntactic specifications: human, anjmpat&-prepositionality, stressability, de-
preciativeness. The category of gender has been rearrafigecuthor does not follow the elaborate
gender system proposed by Saloni and retains the subdiviisio masculine, feminine and neutral
gender, as used in MULTEXT-East. Instead, he proposed navacteristics, human and animate, as
independent, stand-alone attributes. The next step inrtieps will be to develop morphosyntactic
specifications for the remaining parts of speech in the Rddisguage.

1 Introduction

The problem involving the degree of morphologisation ofmas meanings in natural language has a signi-
ficant bearing on the grammatical description of that laggua high number of morphological categories,
their transparency and absence of exceptions greatljtéeisuch a description. However, Polish is not one
of the languages where the degree of formalisation of mganirould facilitate grammatical description.
Its evolution, including even only phonetic changes (whiictolve, e.g., simplifications, analogies or
assimilation) as well as external influences and interrgibral differentiation over the centuries, means
that the contemporary Polish language is characteriseariyel presence of multiple variants coupled with
a generally modest number of morphologised meanings. ftasigh to compare the declension system for
Polish and Lithuanian nouns to see that the noun declenggiaras which were originally close to each
other have remained simple, transparent and excepti@mofrly for Lithuanian:

My aim here is to adjust the grammatical description of thisRdanguage to the existing descrip-
tion within MULTEXT-East Morphosyntactic Specificationggfsion 3.0 May 10th, 2004), developed for
a larger group of languages (eleven, to date). Consequéntiyst be immediately noted that one cannot
talk about classes or parts of speech as a universal pheamssmmon to all natural languages. This
suggests that a description of morphosyntactic charatit=rifor multiple languages is difficult and calls

* The study and preparation of these results have receivetinfyifrom the FP7 under grant agreement Mondilex.

! References to Lithuanian are by no means accidental. Tegetth prof. L. Dimitrova (IMI, BAS), prof. V. Koseska
(ISS, PAS), Dr. D. Roszko (ISS, PAS) we are conducting prtpay work for a parallel Bulgarian-Polish-Lithuanian
electronic corpus that would contain morphosyntactic gigations. We intend to expand the bilingual electronic
Bulgarian-Polish dictionary by adding Lithuanian. Notghlithuanian is considered to be unique in the group of
Indoeuropean languages as it is highly archaic.
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for some satisfactory compromise. When building a simaltars morphosyntactic description for many
languages, one should first ask about the required outcontiegh@/morphosyntactic description be used
to build electronic parallel corpora, or electronic bilir/multilingual dictionaries as well? Therefore,
one needs to answer more questions: is the morphosyntasticigtion supposed to rely on word classes
identified on the basis of inflection types (particularly onant for inflective languages), or is it supposed
to reflect types of inflection as well as meanings? Or, perhigjiionly required to describe the meanings?

I do realise that there is no single subdivision into partspafech for a language. One might design any
number of classifications into parts of speech where any eafsuch parts is imaginable. For instance,
the so-called adjectival participles in Polish (egytajacy sktadany would, in various classifications, be
classified as: (1) verbs, or (2) adjectives, or (3) a sepgateof speech: participles. In school grammars
(e.g. Bak [1]) adjectival participles are classified inke tclass of verbs. One might wonder whether it
is a fortunate idea to combine verbal forms and participtgether. One should notice that old past-tense
active participles in Polish with- have ‘migrated’ to the class of adjectives. In fact, thoserare remnants
of those patrticiples. Here are some selected exampieart-y (-a, -e, -i, -9, przeszly (za)(nie)dbaty,
sparciaty, naleciaty, stopniatyetc. Some of them are used in contemporary Polish also assneum
zmarly, zgtodnialy ociemniatyetc. In view of the declension paradigm of participles, saesearchers
consider adjectival participles to be adjectives wherdhsre view them as a separate part of speech. The
latter base their choices on function and direction of deion.

Another problem for building a description of morphosyti@characteristics is an unclear notion of
‘word’ which, as apposed to morpheme, is neither stable edfi‘Word’ continues to have arbitrary
definitions. As a result, if a definition of ‘word’ is adopteatijs is likely to exert significant influence on
the final shape of such classification. Let us notice that dvoray have a few meanings: phonological
word, orthographical word, textual word, grammatical walattionary word, or lexeme) as well as other
words which denote a limited/truncated set of forms and otbhe considered as items in the subdivision,
for instance auxiliary word, empty word etc.

Phonological word— a string of phonemes delimited by pauses on both ends. IRdhgh language
both [widzi mi sig] and [chyba] are phonetic words. Intuty, the word [chyba] is simpler than [widzi mi
sie]. However, the latter example is perceived by an aweusgr of Polish as a three-part element. This is
because each of the components may appear separatelyeiredifEontexts, e.@n widzi daj mi, ubieraj
sigetc. Certainly, a phonological word cannot be an object ddssification into parts of speech.

Orthographical word — a string of written text, delimited by spaces; it is an avidfi creation and, as
such, cannot represent the basis of classification int@ pégpeech. Let us consider the two functionally
close examples: na_ pewno_and _naprawde. The former receives the following description in the
Morfeuszanalyser [5]:

<tok>

<orth>na</orth>

<lex><base>na</base><ctag>prep:loc</ctag></lex>

<lex disamb="1"><base>na</base><ctag>prep:acc</ctag> </lex>
</tok>

<tok>

<orth>pewno</orth>

<lex disamb="1"><base>pewno</base><ctag>adv:pos</cta g></lex>
</tok>

The latter receives the following description [5]:

<tok>

<orth>naprawde</orth>

<lex disamb="1"><base>naprawd</base><ctag>qub</cta g></lex>
</tok>
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If _na_pewnowere spelt without a space (*napewno), then its morphostistdescription might look
as follows:

<tok>

<orth>napewno</orth>

<lex disamb="1"><base>napewno</base><ctag>qub</ctag> </lex>
</tok>

Arbitrariness of spelling (words written separately orhwitit a space) in the Polish language is re-
flected, for instance, in the recent spelling reform whidoramends thatie with the so-called adjectival
participles should be spelt as a single word. Before themefmarticlenie with participles was spelt either
separately or without a space, depending on the syntagtittiin of the participle. Let us take another
example from Lithuanian. In Lithuaniange (equivalent of Polishmi€) is spelt together with participles and
verbs, as in the example below:

Lithuanian Polish
nedirbu (praesentis) nie pracuje
nebuvau padares (perfectum) nie zrobitem
neparaSes (participium praeteriti actiggn ktorynie napisal

Likewise, the Lithuaniasi (equivalent of Polistsig) is spelt together, as below:

Lithuanian Polish
sveikinasi (praesentis) zegnasie
atsisveikino (praeteritum) pozegnalksie

juokiask (participium praesenti activi)smiejacysie (z czeg®)
pasijuokes (participium praeteriti activien ktéry pégmiatsie

Textual word — it is related to rules that determine the word order in aeses#. More than a phono-
logical word or orthographic word, this one could become bject of classification into parts of speech.
A set of various textual words builds a grammatical word.

Grammatical word — much as the textual word, this one is related to (functimaitax. In particular,
the ability to enter into syntactic relations is considetedhe specific to grammatical words. In the def-
inition of a grammatical word [6, p. 646] syntactic charaistiics are combined with semantic attributes
that constitute the language-specific meaning and textaedsv Possible links are made: a grammatical
word identical with a textual word (e.gzekomo- rzekom® and a grammatical word with a finite set of
textual words (e.g. psycholog[nom. pl. masc.psychologowié psycholodzy psychologi. Sometimes
a grammatical word is considered synonymous with a dictipn@rd, also called a lexeme.

Dictionary word (lexem@ — this is an established unit of dictionary descriptiotiscy linked with
the adopted classification of words into parts of speechlé&Vtiieoretically, a dictionary word should be
the object of classification, in practice it refers to somevus subdivision into parts of speech.

Summing up the above, let me point out that when making a sida into parts of speech, we must
make the following important realisations: 1. What exadlif that we are subdividing? and 2. What is the
goal of this subdivision? A classification into parts of sgfeevhich is to be created should meet the criteria
of scientific rigour. Therefore, a dichotomous subdivisfimo two) is required at each stage. Also, clear,
non-contradictory and uniform subdivision criteria arquiged. A criterion that has been already used at
one level should not be used again at a lower level for a nareet of lexemes. Moreover, the resulting
subdivision should be easily verifiable, which means thadye all, it should cover the entire vocabulary.
Is this kind of task feasible at all?
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2 Theoretical foundations: Stownik gramatyczny jezyka polskiegauthor:
Zygmunt Saloni (Saloni in: [7])

It is for a reason that the theoretical foundations for themgmnatical dictionary of the Polish language,
authored by Z. Saloni, are the object of our interest. Ingouly, Saloni’s theoretical foundations became
the point of departure for the very popular tagger for PoliEKIPI [5].

2.1 Formal foundations for identifying lexemes

As already mentioned in Section 1, the selection of lexemas important task and certainly has a crucial
importance for further work on identifying classes of wqiids parts of speech, and their subclasses. Saloni
believes (Saloni in: [7]) that Polish words should, aboveansist of Polish letters (or, in the auditory
dimension, consist of sounds that are typical of the Polistyliage) and lexemes should be separated
from one another with spaces. Another important criteriotineé use of lexemes: they should appear more
often and be repeated in modern times. As Polish is a infletdivguage, its words should fall into regular
sets that operate within certain inflective types. A set birdllective variants of the same core (stem) is
a lexeme, for instancaetom-, dom-u, dom-owi, domem domy, dom-éw, dom-om domami, dom-ach

In dictionaries, a lexeme is usually represented by a sjragéault form, traditionally described as the
dictionary form or base form. Consequently, various nouasigually represented by the nominative case
singular (e.gdom), whereas verbs are represented by infinitives (zgad etc.

2.2 Semantic foundations for identifying words and lexemes

An initial formal subdivision into Polish words is furthenalysed using morphological and semantic
criteria. It is important to emphasise that unspaced spelhay sometimes lead to erroneous identifi-
cation of words. According to Polish rules, unspaced spgil required for some postpositional particles,
abbreviated personal forms of praesenti for the \my'to be’, for some operators or agglutinates. Based
on J. Tokarski'sa tergodictionary [8] and Saloni's grammatical dictionary (Salom [7, p. 19-21]), some
cases of unspaced spelling for two words are given below.

Particlest, z6z, li, e.g.pojde-¢ dasz-li juz-ze agglutinates or abbreviated personal formpmfesens
for the verbbyt‘to be’: mem §e§ Smyesmy5cidescie e.g.ja-m, ze-§ skad-eSmygdzie-Scieconditional
mode operatoby, e.g.jakkolwiek-byor jakkolwiek-by-m(with the agglutinaten). There is also another
form of the pronouron ‘he’, common for the genitive and accusative case, spefpacedh (do-f za-h)

In opposition to the above, there is a case of separate @psgelling of inflective forms, for instance
bede czyta¢ bede czytatAgain, let us refer to the aforementioned examples@fpewndLithuanian
tikrai) and Smia¢ sig(Smiejacy sig While the Polish compound forma_pewnoshould be treated as
a separate lexeme, the forms wihg, even the ones which do not occur withaig (such ashat sig,
are mere combinations of two lexemes. This is determinechby semantic properties. Saloni (Saloni
in: [7, p. 21]) mentions more examples of so-called compolemdmes such ago polsku(Lithuanian
lenkiSka) which are regularly derived from adjectives ending wiski, -cki, -dzki He challenges some
phraseologisms and archaisms.

2.3 Foundations for identifying parts of speech in Polish

The problem of foundations underlying a classification pdots of speech (with examples) was presented
at MONDILEX in a joint presentation delivered by Violetta 8&ska-Toszewa and myself [3]. Let me
now offer a brief overview of the most common criteria apglfer identifying parts of speech: onto-
logical/intuitive, morphological, semantic and syntactn the aforementioned article we write that there
are hardly any classifications into parts of speech for Rdhist would be based consistently on a single
criterion (e.g. a semantic one). The aforementioned sigidiv of Polish lexemes into parts of speech,
as proposed by Saloni, is not consistent, either. It seeatsShloni relies most heavily on the criterion
of morphology (inflection). When inflection fails to provide answer, secondary criteria, semantic and
syntactic ones, are employed.
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3 Noun

In order for the morphosyntactic description of Polish netm fit with the description rules contained
in MULTEXT-East Morphosyntactic Specifications (Versio® 341ay 10th, 2004), we should first review
the definition of noun proposed by Saloni for the Polish lagg Saloni (Saloni in: [7, p. 29]) identifies
noun lexemes based on morphological criterion in the irfledategory of case (= declension), inflective
category of number and selective (i.e. not inflective) cate@f gender. Saloni specifies a number of
characteristics which, in his opinion, are specific only tmns but seem to have no influence on nouns
being identified as separate parts of speech. They are jystcifis addition to nouns as parts of speech,
identified on the basis of inflective criteria of case and nenand non-inflective criterion of gender. Ac-
cording to Saloni, nouns have the following additional sfi@characteristics: depreciativeness, uniformity,
post-prepositionality and stressability. We will not fean details here but will look at Saloni’'s seemingly
controversial suggestions and on language-specific degistcs of nouns. Firstly, the author formally
eliminates the class of uninflected nouns. Based on syatateria and analogy to other, typical nouns
(traditionally referred to as inflected nouns) he builds eagm for all nouns traditionally described as
uninflected, as in the following example femu

Case |SingularPlural
nominative |emu emu
genitive emu |emu
dative emu emu
accusative lemu  |emu
instrumentakemu emu
locative emu emu
vocative |emu emu

Secondly, Saloni includes some forms traditionally coeed to be pronouns onto the class of nouns:
ja‘l', ty'you’, on‘he, she, it, they’my‘we’, wy ‘you’, kto‘who’, kto§'someone’ ktokolwiek/ ktoskolwiek
‘anyone’,co‘what’, cos‘'something’,cokolwiek/ coskolwieKanything’,céz ‘whatever’,nic ‘nothing’, sig,
‘self’, sig, ‘self’, wszyscyeveryone' toto ‘this thing’, nieco§ 8mq waszeyours’ and other, a total of ca.
40 forms. It is important to stress that this group of nounsolish referred to as nominal pronouns or
‘nominal-pronominallexemes’ does not fit into the adoptadipigm. However, as we can see, this does not
mean they cannot be considered as nouns based on non-igflegteria. In this particular case semantic
and syntactic criteria play a role. Let me point out that dayanatic criteria have never been prevented
lexemes such daty ‘February’,Kowalski‘Kowalski’ [surname] przekatnddiagonal’,komornérent’ and
others which have a inflection typical of adjectives fronrigeionsidered nouns. In this case inflection was
not the criterion that determined the classification indtass of nouns.

3.1 Case

The category of case is identified on the basis of syntactéecariteristics imposed on nouns, usually by
verbs or prepositions. The following cases exist in thedhdiinguage:

Case Examples |
nominative dom dom
genitive domu domé
dative domowi domo
accusative dom dom
instrumental domem domami
locative (pronoun +) domu (pronoun +) domdch

Locative case always occurs with a preposition, for ingtandom ‘at home’,0 domu‘about home’.
This is a not a stand-alone case.

2 The locative case takes no preposition in Lithuanian, fetance: Poliskv domu- Lithuaniannamie/ namuose
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In the linguistic tradition vocative is considered as ondlaf cases. However, the use of vocative
in a text does not confirm the existence of any government s@gmn the vocative form by a verb or
a preposition. Therefore, vocative should be viewed as aragpcategory. However, in MULTEXT-East
Morphosyntactic Specifications (Version 3.0 May 10th, 20@#cative is classified as one of the cases,
which is why (according to the fallacious tradition) voeatis included here as another case in Polish, as
in the example below:

Case | Examples |
vocativgdomu domy

3.2 Number

The identification of number is based on the semantic diffegebetween a single object: (distributive
= non-collective) set of objects, e.dom‘home’ : domy‘homes’. The grammatical category of number
sometimes slightly deviates from the aforementioned séimapposition. Some nouns do not offer such
a distinction, for instance, the so-called plurale tantnozyczkj ‘scissors’ drzwi‘door’, parzystokopytne
makzonkowie(= matzonka ‘wife’+ matzonek ‘husband; narzeczen{narzeczonéfiancée’ +narzeczony
‘fiancé’), Wadowicg(proper name). In fact, Polish has no singulare tantum nowgighey are sometimes
mentioned in literature. One example of singulare tantufizygka'physics’ or pierze‘plumage’ (the so-
called collective nouns). However, for any singulare tamtuplural form may be created and a use for it
may be found, as noted by Saloni (Saloni in: [7]).

There is no need to introduce the dual number in Polish. @ombeary Polish has few dual forms (e.qg.
in instrumental or locative case) for selected paired lyquhirts such as hands, eyes or ears:

Case Examples |
instrumentgkekami/rekoma oczami/oczyma
locative rekach/reku

They should be treated as variants of plural forms.

3.3 Gender

Gender is identified on the basis of syntactic propertiescdated with the requirement that a specific form
must occur next to a word that combines with a noun. Initiggnder was presumably a semantic category
for some nouns which then spread onto all nominal and pronainfidorms in language. The category of
gender in nouns is selectivedll nouns in Polish have a fixed gendefraditionally, the following genders
have been distinguished: masculine, feminine, neuterstiPbls all of these three genders, for instance:
dom‘home’ (masculine)ksiazka‘book’ (feminine),dzieckdchild’ (neuter). This distinction into genders
is specific to nouns in singular whereas the traditionalarotif masculine, feminine and neuter is blurred
in plural. In fact, one might talk about two groups of noungiuaral. The first group comprises masculine
nouns that are human and pluralia tantum that are human.edomd group covers all other plural forms
of masculine, feminine and neuter nouns as well as pluratium that are not human.

Apart from innovations in pluralis there are new phenomerfaglish which are characteristic of some
classes of singular masculine and neuter nouns. The ndtilvese new phenomena is syntactic. Therefore,
much as gender, the new phenomena are associated with thieeragnt to adopt a particular form in
adjacency to words that combine with nouns.

In the Polish linguistic tradition, initiated by Witold Ma&zak [4], three masculine genders are distin-
guished. They are also adopted by Saloni as three subgegi&ddosi in: [7]). In my view, an alternative
solution is possible once we have introduced new categdreeshuman and animate. In that case the
gender classification adopted within MULTEXT-East Morpyrasictic Specifications (Version 3.0 May
10th, 2004) will be retained:

3 Except for lexemen ‘he, she, it, they’.
4 A small group of nouns may have no definite gender.
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Type| Gender |Numbe Case |HumanAnimate Examples
comodmasculin( ingularnominative profesor |pies [dom
genitive profesora |psa |domu
dative profesoroMipsu domowi
accusative | + profesora
accusative + psa
accusative dom
instrumental profesorempsemdomem
locative profesorze|psie [domu
vocative profesorze|psie [domu
Type |GendeNumbe Case |HumanAnimats Examples
comonp — |plural |nominative| + profesorowie|/
/ profesorzy
nominative psy |domy
genitive profesoréw |pséw|domow
dative profesorom |psomidomom
accusative + profesorow
accusative psy |domy
instrumental profesorami |psamjdomam
locative profesorach |psachdomach
vocative + profesorowie|/
/ profesorzy
vocative psy |domy
Type| Gender [Numbe Case |HumarjAnimatg Examples
propelfmasculin( ingularnominative Roman |Burek (dog)Ptock
genitive Romana |Burka Ptocka
dative RomanoMiBurkowi Ptockowi
accusative + Romana
accusative + Burka
accusative Ptock
instrumental Burkiem |psem Ptockiem
locative Romanie |Burku Plocku
vocative Romanie |Burku Plocku
Type|Gende umbe Case |HumarjAnimatg Examples
propelf — |plural |nominative| + Romanowie
/ Romany
nominative Burki [Ptocki
genitive Romanoéw (Burkow |Plockow
dative Romanom |Burkom|Ptockom
accusative + Romanéw
accusative Burki  |Ptocki
instrumental Romanami |BurkamiPtockam
locative Romanach |BurkachPtockacH
vocative + Romanowie
/ Romany
vocative Burki  |Ptocki

As shown in the table above, the ‘human’ category is visibladcusative singular and in accusative
(and vocative) plural whereas ‘animate’ is visible only otasative singular, as in the examples below:
Patrze na profesorgacc = gen)na psa(acc = gen)na dom(acc = nom).
‘I am looking at a professor, a dog, a house.’
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Patrze na profesoréfacc = gen)na psy(acc = nom)na domyacc = nom).
‘I am looking at professors, dogs, houses.’

The information in brackets shows the characteristics @idences between accusative and either
nominative or genitive, depending on whether the noun isdruar animate.

As far as lexemes of neuter gender are concerned, a spliltatation occurs only when such lexemes
combine with numerals. The first group is small and has tHewvidhg collocation pattern with numerals:
czworoszczenigttroje dzieci The second group is much more numerous and strongly sujesrske
former group. Examples of collocations in this case aréerypola, trzy lata.

3.4 Depreciativeness

The category of depreciativeness is identified on the bdsgymtactic properties associated with the
requirement for a word to occur in a particular form next toaathat combines with a noun. In two cases
in plural, nominative and vocative, (the latter being alwagentical with nominative) some masculine
nouns have two forms that are used in parallel, ehgppacyboys’ andchtopaki‘[contemptuously about]
boys'. If it were not for syntactic differences associatethvthe use of one or the other form, one could
talk about the existence of multivariants and so anothecatglgory of depreciativeness would not need
to be introduced:

To sa sili chlopecy.

and

To sa silre chtop&ki. (both: ‘These are strong boys’)

We agree with Saloni that the subcategory of depreciatasisean inflective one and one that enforces
differing syntactic consequences.

As a rule, non-depreciative forms are neutral and consitlerdoe basic. Depreciative forms should
be seen as negatively marked, used to show a certain degdésredpect. As usual in such cases, there
are some exceptions such as neutralisation or even a reeérsarking, as described by Saloni. Let us
add, however, that in some regions of Poland depreciatived®f some masculine human nouns (high-
frequency ones) are considered neutral and are widely used.

The table below is an updated version of the relevant elesrfesrn the table provided in Section 3.3.:

Type |GendefNumber Case |HumarAnimateDeprecjatywn'et’: Examples
comorj — |plural |nominative + profesorowie|/
+ | profesorzy

nominativ + profesory
vocative + profesorowie|/

+ / profesorzy

vocative + profesory

The category of depreciativeness occurs in the group of mtiascnouns which have the attribute of
‘human’.

We do not think it is valid to introduce a separate categorméuns traditionally termed as bi-gendered,
such asciapa ‘slowcoach’,tamaga‘butterfingers’,niezdara‘fumbler’.6 The basis for distinguishing bi-
genderness could only be semantic in this case. Howeverigmethese forms as homonymous, tanaga
described as masculine-human, séntlagaas feminine.

Notably, according to traditional descriptions the grofipiegendered nouns also includes forms such
as psycholog‘'psychologist’, sedzia‘judge’ and many other. Such examples can be also described a
homonymous forms of masculine-human and feminine. Regehttre has been a strong trend towards
providing a formal distinction between such forngsycholog— masculine-human angsycholaka—
feminine,sedzia- masculine-human arsgdzina- femininé.

® In this paper we use the term ‘category’ interchangeabli {gitbcategory’.

& A similar phenomenon is also found in Lithuanian.

" In recent years Lithuanian has shown quite the oppositel tien equalisation of formal differences between such
masculine and feminine forms. | see this phenomenon as daousbinfluence of the so-called Western languages.
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3.5 Uniformism

The category of uniformism, as distinguished by Saloni,dsoaiated with stylistic differentiation of
selected feminine nouns in genitive plural, for instakapalni(neutral form) kopalh‘coal mines’. As this
differentiation does not affect syntactic relations in seatence, we do not believe it is justified to include
this category into the set of morphosyntactic charactesisMoreover, the majority of marked forms are
clearly formal or even archaic, sometimes bordering on oo as is the case withcji (neutral form)

/ racyj ‘reasons’. For the purposes of the MULTTEXT East descriptioformation about the existence of
variants is sufficient.

3.6 The so-called nominal pronouns

Neither the contemporary grammar of Polish ([2]) nor SakS8aloni in: [7]) distinguish pronouns as
a separate part of speech. Lexemes which were traditionedigrded as pronouns have been allocated
to various classes based on semantic and syntactic critesigectively: nouns (e.fa ‘I'), adjectives (e.g.
ten‘this’), numerals (e.gwiele ‘many’) and adverbs (e.gam‘there’).

Pronouns included in the class of nouns have different nasyttactic characteristics. Consequently,
it was necessary to identify subgroups of nominal pronouns:

1. — This subgroup includes singularia tantum suchk&s:who’, co ‘what’, céz ‘whatever’, ktéz
‘whoever’, nikt ‘nobody’, nic ‘nothing’, to ‘this one’, tamto‘that one’,owo ‘other’, wszystkdeverything’
and pluralia tantum such amy ‘we’, wy ‘you’, wszyscyeveryone’. One characteristic of some forms
within this group is that there are two forms of genitive ¢abeir use being connected with occurrence
after a preposition (more in Section 3.6.1 below).

2. — This subgroup includes singularia tantyan'l’, ty ‘you’ and sig, ‘self’. However,sig does not
have a nominative form. This group is characterised by sataity (more in Section 3.6.2 below).

3. —This subgroup consists only of lexeor@he’. One characteristic of this lexeme is its inflective-cat
egory of genderon (masculine)pna(feminine),ono(neuter). This characteristic remains in contradiction
to the initial assumption about selective gender. Nevéetise as syntactic functions played a prevailing
role, this lexeme was classified as a noun. Other charatatsrig this group include post-prepositionality
and stressability (more in Sections 3.6.1-2 below and el@mSection 3.6.3).

4. — This subgroup covers uninflected lexentes, niecos, smaused in nominative and accusative;
andichmo&¢waszesig, used in nominative. The forsig, is the only one which combines with verbs that
require a nominative form, for instandgktada sie puzzteMybijato sie szyhy

Post-prepositionality This attribute is characteristic of a small number of lexsrae ‘what’, céz ‘what-
ever’, nic ‘nothing, on ‘he’. These lexemes have two forms of genitive, dative antlgative each. A
selection of one of the two variants depends on whether #sis form is required by a verb or a preposition.

Stressability This attribute characterises a small number of lexefjee'$;, ty ‘you’, sig ‘self’, on‘he’.
These lexemes have two forms of genitive, dative and adeasahe of which is stressed. The other one is
unstressed and is viewed as an enclitic: it forms a phoncdbgiord together with the preceding lexeme.

Post-prepositionality and stressability in examplesAttributes of the lexem®n are as follows: post-
prepositionality, stressability, case, number and inftlecgender. Therefore, we will use this lexeme to
demonstrate a paradigm representing key characterigtibe so-called nominal pronouns.

The source of those changes lies in the consistent formidrelftiation of surnames (bearing administrative
consequences, i.e. names written in passports), for icstdarcinka (masculine), Marcinkierffeminine, a married
woman, wife of Marcinka), Marcinkagt (feminine, daughter of Mr. and Mrs. Marcinkai)
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Type |Gender NumberCase Hum Anim.|Depr|Post-PrepStres§Example
commorjmasculin( ingularnominative on
genitive + jego
genitive go|
genitive + + niegg
genitive + +h
dative + jemu
dative mu
dative + niemy
accusative + jego
accusative go|
accusative + + niegg
accusative +h
instrumental nim
locative nim
vocative
Legend:
Hum. — Human
Anim. — Animate
Depr. — Depreciativeness
Post-Prep. — Post-prepositionality
Stress. — Stressability
Type |Gender [NumberCase Hum.Anim.|Depr{Post-PrepStresgExample
commonfeminingsingularnominative ong
genitive i€j
genitive + niej
dative i€
dative + niej
accusative ja
accusative + nia
instrumentg nia
locative nia
vocative
Type |Gende umberCase Hum.Anim.|Depr|Post-PrepStres§Examples
commodneuter singulatnominative ono
genitive + jego
genitive go|
genitive + niegq
dative + jemu
dative mu
dative + niemy
accusative je
accusative + nie
instrumental nim
locative nim
vocative
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Type |Gende umberCase Hum.Anim.|Depr|Post-PrepStres§Examples

commod — |plural |nominative | + oni
nominative + one
genitive ich
genitive + nich
dative im
dative + nim
accusative | + ich
accusative | + + nich
accusative je
instrumental nimi
locative nich
vocative
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Theory of Lexicographic Systems. Part 1.

Volodymyr A. Shyrokov
Ukrainian Linguo-Information Fund, National Academy of Sciences of Sciences

Abstract. The main foundations of the theory of lexicographic system have been developed.
Information effects of natural languages have been researched and on this basis the lexicographic
effect in information systems is stated. The latter makes a conceptual ground for building the
formalized theory of lexicographic systems and lexicographic data models.

Theory of lexicographic systems provides a basic conceptual scheme for all the works of Ukrainian
Lingua-Information Fund. In the lexicographic description of a language system, as far as may be inferred
from our experience, the logical-linguistic status of this theory plays roughly the same role that the theory
of formal grammars does in the grammatical description of language system.

1. Lexicographic effects in information systems

Theory of lexicographic systems has its phenomenological basis in the so-called lexicographic effect in
information systems described in our works [1]. Let us dwell on its content.

Processes of lexicographicalization as a kind of intellectual activity and the phenomenology of
dictionaries to serve a result of this activity are not constant over time. They evolve in accordance with the
internal development of linguistic science and needs of practice. In some historical periods the factors
external to linguistics’ own objectives, as has not once happened in the history of science, are the main
driving force to determine not only the development of lexicography as a separate section of linguistics
but also the science of language in general. The direction and pace of the evolution of information and
communication technology assures that the development will have a further impact on the progress of the
information science. The development of the information society towards the knowledge society inspires
us with confidence in this analysis.

Indeed, with the advent of computer technology a phenomenon unprecedented in the history of the
world civilization has emerged, i.e. communication of human beings with non-living objects through the
natural human language. However sceptical we may be in respect of the "mental potency" of computers,
we cannot ignore the fact that linguistic reactions of modern computers in some cases are no more
distinguishable from reactions of human. Taking into account the progress of language technologies
during the recent twenty years, we can predict with certainty that computers will before long assume
a substantial part of linguistic competence of human beings. In turn, this would create real prerequisites
for the construction of computer systems based on natural language.

The above competence is an important component of the human thought-speech apparatus, and in the
latter the linguistic structures are inextricably linked with the structures of thinking as already firmly
established in psycho- and neurolinguistics. The mentioned relationship is considered to be so essential
that it justifies the definition of intelligence as a form of personalization of a system having a linguistic
status [2]. This definition can be naturally extrapolated on artificial intelligence systems. Thus, in the
considered context the computer simulation of language is congenial and almost identical to the modeling
of intelligence.

What role does the dictionary play in this concern? As noted by Robert Schenk [3], in the human
thought-speech apparatus different "dictionaries" operate to be even more similar to "encyclopedias".
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Studies carried out in the framework of the WordNet [4] methodology and based on principles of
psycholinguistics not only confirm this thesis, but also throw light on the design of structures of the human
subjective lexicon.

The fact that there is in principle the possibility of modeling human speech in non-living objects, such
as computers, give us the idea that also in the nature of matter some mechanisms act to have common
features with human language. Hence the phenomena which can be described as a manifestation of
language, are not necessarily the exclusive prerogative of human (and even of any living creatures). Man
in casting antropomorphous features on everything around him assigns the name of language to numerous
events. A lot of the images are created in mythology and poetry where non-living substances are
metaphorically endowed with the gift of speech. In general, the class of phenomena and objects
characterized as linguistic is very diverse. First, it is the natural language that exists in the form of national
languages. Now there are about six thousand languages, and often the relationships between them become
dramatic [5]. There are also other natural semiotics-semantic systems, which somewhat metaphorically
can be defined as "language" (e.g., "language" of genetic code). In addition, a number of artifacts of
linguistic orientation, e.g. artificial languages like Esperanto that imitate certain "natural" languages,
formal algebro-algorithmic structures known as formal languages recently drawing more and more closer
to the natural languages (in mathematical linguistics there is even the term "almost a natural language”).
The term system ,Informatics” which embraces such items as programming language, information
retrieval language, language classifier, query language, data description language, data manipulation
language, data domain description language, a number of so-called "mark-up languages" (SGML, HTML,
XML, VRML etc.) is just another prove of the prevalence of the term "language" in information science.
In 1960s to 1970s an entire branch of informatics defined as the linguistic support of information systems
did emerge.

Artificial interpretations of natural languages, in particular their written versions, play a significant role
in culture and civilization, and sometimes the creators of artificial languages are so impressed with some
features of natural languages that they make structures of their brainchildren inherit those properties from
“usual” human languages.

All the above "linguistic" systems have common features of a basic, fundamental nature directly
related to the definition of lexicographic processes and structures. For them to envision and to build
a workable conceptual framework, we need a generalized notion of language that could be applied to any
of the mentioned "linguistic" systems, because in the modern information environment, language ceases to
be solely a prerogative of man, at least at a "technological" level.

What does linguistics say about this?

It asserts that to define the language is a difficult task since there are a lot — and diverse — of its
definitions based on the different aspects of this multifaceted phenomenon. Despite their diversity, by
summarizing their essential features, it is possible to conclude that most of them are variations of a theme
proposed by W.Chafe [6]: language is a system that carries out a connection between the world of sounds
and the world of meanings in a fairly sophisticated way.

Note that there are many other definitions of the language. A lot of them has since the time of W. von
Humboldt been based on delimitation of the concepts of language and speech. After the publication of the
book by F. de Saussure "Course of General Linguistics" this issue has become popular in linguistic circles,
and the varied range of opinions keeps on fluctuating in an extremely wide range. They can be
summarized in three main assertions: 1) speech and language are opposed to each other as completely
autonomous objects that differ in a set of essential features, so that two separate areas of science
— linguistics of language and linguistics of speech — are involved in their study, 2) language and speech are
a single object of linguistics, and interpretation of the differences between them lies in the methodology
and content of this complex science, and 3) between language and speech there is no difference at all.

L. Shcherba [7], as we know, singled out three main groups of linguistic phenomena. Namely, the first
— the speech activity, the second — dictionaries and grammars compiled on the basis of speech recognition
and understanding relevant to a certain historical period among certain groups of people, i.e. linguistic



Theory of Lexicographic Systems 153

systems, the third — all what those groups say or mean about — the speech material. He stressed that the
speech is due to the complex linguistic apparatus of human or the individual’s psychophysiological
language organization having certain properties. Specifically, the linguistic organization:

a) cannot equal the sum of speech experience and must be a kind of its processing;

b) can be nothing else but a psychophysiological organization;

¢) is a social product as well as speech itself;

d) serves as an individual manifestation of the language system as a result on the strength of the
linguistic material;

e) the nature of this organization can be judged only on the basis of the speech activity of individuals.

L.V. Shcherba distinguished the notion of the mechanism (of speech) and the process (speech activity);
the process and its product. The latter serves as an individual system of concepts and strategies used by
individuals in the process of speaking and understanding, which is referred to as language.

We do not engage in a discussion about the correctness of any opinions and the extent of their
compliance with the reality, because they all contain these or other features of the phenomenon we use the
generalized name "language" for, features varying in different combinations in a large amount of works in
general linguistics. We omit their description, because we believe that a correspondence between the
world of sounds and the world of meanings lies in their basis explicitly or implicitly. Nor take we into
account the definition of "language is the soul of the people" and the like, because they are unable to
explore with scientific methods.

Note that the definitions we have dealt with are difficult to use for building a productive pattern
formalized at least minimally. If the ,,world of sounds”, can be somehow ,localized”, "the world of
meanings” is much more complicated to treat. Indeed, where is this world focused? How can we get to it?
How could it be ,handled”? Actually, what sense is in the assertion about the existence of the "world of
meanings"? How do the "world of contents", ,,world of images", and many other "worlds" relate to the
"world of meanings"? So, by uniting notions strongly differing in the degree of abstraction ("the world of
sounds" and the "world of concepts") in one definition, you cause an impression of a logical gap in this
definition and raise more questions than give answers.

Nevertheless, the outlined version, and other attempts to determine the language, we consider to be
useful, since each of them provides the material for the synthesis and the exposure of essential features of
such a universal phenomenon as language. Having analyzed and looked ("listened") closely to a certain
phenomenon we intuitively identify as a "language", taking into account "what it does" and "how it
works", you can draw some conclusions. Language is a sort of "tool" (a kind of machine), to ensure the
conversion of "forms" into the "content" and vice versa. But it concerns not arbitrary "forms" but "forms"
of linear sequences of certain discrete objects (sounds and sound complexes, signs and signal complexes,
etc.).

This assertion, not at all notable for its novelty [8], provides the basis for getting deeper into the
relationship of phenomenology “form — content” (we denote it by RFC) and to find out its details to help
us in revealing significant features of the language. In doing so, we believe that in its ontological
dimension the RFC is not an a priori qualitative inherent property of the object as "a thing in itself", but
rather a property that is disclosed ("given") to the subject in his/her interaction with the object. We strive
to build a formal description of the RFC adapted to the creation of a specialized data model to represent
effective procedures of exposure of essential properties of language with a technological orientation to
support of the creation of dictionaries and other linguistic products. To analyze the details of the RFC
displaying itself consider the chart which symbolically depicts the process of perception of an object by a
subject:

S :D > V(D). 1.1

Here the letter D indicates something from the real (or imaginary) world, that serves as an object of

perception (observation, study, attention, emotional experience, ...) on the part of some §, which we
believe to be the subject of this process, the V(D) denotes the result of the process. Note that the S may be
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either a person or a device designed by man or a man-machine system, or even something else endowed
with qualities of perception and feeling ("reflection"). S may be a "collective entity" — a group of people,
a social community, an ethnic group, a nation, a people, a collection of peoples or even the humanity in
general.

Due to the physical, mental, intellectual and other limitations of the subject S all the properties of the
object D for its perception are divided into two not very clear, ambiguous, volatile, and not entirely
differentiable parts. To the first one, we reckon those properties of D directly perceived by the "sensory-
perceptual" apparatus of S. Denote this part by the F(D), and treat it as a set of formal properties of D in
terms of the perceiving subject S. The second part contains those properties of D, which are not directly
perceived by the perceptual-sensory apparatus of S but reflected in it indirectly. Denote this part by the
P(D), and we will treat it as a set of meaningful properties of D — again, in terms of perception by the
subject S. In connection with this diagram (1.1) takes the following form:

Sk H

D F(D) C(D), 1.2)
where the symbol Sy designates the action of the "sensory-perceptual” apparatus of the subject S, The
result of the action is a set of formal (in terms of §) properties of D; symbol H denotes a procedure to
implement the connection between form and content and ensuring the integrity of the perception of an
object D by the subject S (if it really succeeds in ensuring the above integrity). At the same time, allowing
the existence of a procedure to enable the transition from D to C(D), and defining the procedure by Sc,, we

obtain a transformation of the diagram (1.2):

Sp
D F(D)

C(D)l /I (1.3),

where, as we can see, there has taken place a "decomposition” of the subject S to Sr and S¢, that
reconstruct the formal and semantic properties, respectively.

We are not inclined to absolutize the above pattern, because there is no clear boundary between F(D)
and C(D), as it does not exist really between form and content. Also, the properties of S are almost not
examined in detail, though the decomposition of S to Sy and S¢ has been made on general considerations.
Thus, this approach is in all its signs phenomenological since it does not rely on assumptions about the
possible "construction" of S and procedures for its functioning. Based on these considerations, it can be
argued that the presented scheme is quite general — it does not set any ,anzatzes” except for a single,
specific feature: F(D) should be linear and therefore implemented by linear sequences of discrete objects
a source of them is a certain finite set.

Having regard to the above the very possibility of the existence of such a phenomenon as the language
results from the fundamental properties of S "to be a subject”, i.e. someone for whom anything has its
external side (form) and internal one (content).

The relationship between these different aspects of perception, symbolically shown by values S¢ S¢, H,
varies considerably due to some properties fundamentally inherent in the perceiving subject S: variability,
irregularity, variety, limitedness, fuzziness etc. For example, the shape of things for a substance capable of
perceiving the world in the X-ray range of electromagnetic waves and in the ultrasonic range of
mechanical vibrations, would be significantly different from our perception. Also, many properties of the
things that we, with our inherent sensory-perceptual system, consider to be a "content", the hypothetical
substance would be perceived as a "form".

An important aspect of the RFC is connected with the property of "attention" concentration by the
subject of S on fragments of both the form and the content. This is achieved by "tuning" his/her
perceptual-sensory systems on the details of what he/she perceives. Consequently, the initial RFC is
modified: its certain semantic elements acquire properties of a form and to its formal elements some new
details, previously unnoticed can be added. This class of properties embrace, in particular, those concepts
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of internal and external forms of linguistic units so beloved by followers of the Humboldt-Potebnya
school.

Note one more feature of the process of the RFC development. Contemporary culturology tends to
treat it as a manifestation of post-modernism — namely, the influence of the subject to the object, i.e. the
possibility of changing the state of an object D in the process of perception (observation, research ...) by
the subject S. The point is that in order to set up the process symbolically depicted on the diagram (1.3), in
many cases we need to "strengthen" the object D for it to "demonstrate" those of its qualities S "is
interested in". In the classical scientific paradigm it was thought that such an initiation of the object can be
made arbitrarily small and neglect it, believing that it does not significantly alter the state of the object.
However, the development of science has shown that it is not so [9].

All described above, is entirely consistent with quite different phenomena and their formal models
built for other reasons and other purposes. This is the definition of information, A.N. Kolmogorov [10],
where the interaction takes place "content" with "shape" of linear sequences.

The introduction of the Kolmogorov’s information measure means to specify the definition of
information, firstly, without involvement of the probabilistic approach, and secondly, to make it possible
to apply the measure to individual objects.

The main idea of the approach is that information about the object is considered to be obtained when
a rearrangement of the object (model) is possible according to its final description (set of attributes).
Building up the Kolmogorov’s measure is based on such fundamental notions, as the algorithm, the
Turing machine, the recursive function, and is derived from the ideas of the theory of computational
complexity (complexity of algorhythms), which actually is a source for interpreting the information as
a measure of complexity and structuredness of systems. Besides, the category of complexity is believed to
be universal since any system, regardless of its nature, is characterized with some complexity and has
a certain structure.

The relevant mathematical construction if not overburdened with details can be formulated as follows.

Consider some countable set of X = {x/. Let us assume that there is a isomorphism between X and the
set D of binary words to begin with unity. In other words, let a bijective mapping be set:

nX —> D, (1.4),
so that to each xeX some d = n(x), de D corresponds, and vice versa. We consider that:

1. n (x) — general recursive function on D. Denote by I(d) the length of the binary word deD, i.e. the
number of zeros and ones in it. Then I(n(x)) =I(x) + C, where C —is a certain constant.

2. There is an monomorphism ¥: XZ:XXX—>X, such one that for V xeX, yeX FzeX that
z=x(%y)=(x.y), and n(z)=n(x.y):

lxy) < Cx +l(y),

where the constant C, depends on x only.

Let us consider an isomorphism (1.4) ascertained, so that the set X will also be considered as a set of
binary words.

Assume that there exists a general recursive function ¢ (p, x), which brings binary word y to a binary
word x, and at that p, peD is interpreted as an algorithm (or a program), that “converts” x to y:

pix =y, (1.5)
and ¢ presents here a method (a programming language). Without loss of generality assume that p for
the given x is set by a certain binary word.

Denote:

[ min|, I(p), if @ (p, x) = y
K,(ylx) = ) (1.6)
| o0, unless a finite p exists such one that ¢ (p, x) = y

Thus, K, (y|x) is the length of a minimum program p, that converts x to y under the specified method of
programming. This value is called the complexity of y relative to x at a given ¢ Of course, the
dependence of the complexity’s magnitude on ¢ is a drawback of the algorithm, but there is a theorem [11]
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that maintains the existence of the "best" method of programming A, so that for any partial recursive
function ¢ the inequality below is true:
Ky (y0) < K, (y0) + C,p (1.7)

where the constant C,, depends on ¢ only and does not depend on x and y.

The value K4 (y) = K4 (y|1) "normalized" relative to a singular element x = 1 is naturally considered to
be the complexity of the elements y. At that the amount of information in the object x relative to the object
y is defined as a difference:

Iy (xly) =K (y) — K4 (ylx) . (1.8)

That is the latter formula which defines a measure of information — the so-called Kolmogorov’s
algorithmic measure of information.

Formula (1.8) and the described approach for determining information via algorithmic complexity as
a whole can be interpreted somewhat otherwise. To this end let us draw a triangular diagram:

f
(xy) x
c P (1.9)

y
where x and y € X; the element (x,y )eX2, and, due to the existence of display y : XZ—)X, rxy) =z

z € X. On the diagram (1.9) the mappings f and c¢ carry out the projection of the element (x,y) on the first
and second factors, respectively, and the formulas (1.6) — (1.8) and the interpretation of complexity as an
information measure are true.

Suppose now that an object z, representing the image of the Cartesian product (x,y), at the mapping
7 is in reality an independent object of the outside world, depending on neither x nor y. This assumption
allows us to construct the following chart:

Z
c p (1.10)

where zeZ, Z —is the set, source of objects z, xeX, yeY. Then the mappings f and ¢ determine some
interpretations of the object z, and, moreover, the mapping p interprets x via y. It is naturally to assume
that the object x reflects "formal" properties of the object z, and y — its “substantial" properties, and the
relationship between “form” and "content" is carried out by p. The requirement of minimality for p is here
quite natural, because the "interpretation” of the form (the content is its result, in fact) must not contain
"superfluous" components, random in respect of x (and z). The construct designed in this way and based
on a triplet of objects (z, x, ¥) and a triplet of mappings (f, ¢, p) that form the diagram (1.10) admits
a natural interpretation as a complex medium of the RFC.

So, the RFC proves to be "encrypted" in the algorithmic definition of complexity and information in
this peculiar way and therefore, this ratio is closely related to the information processes and moreover, it
is, as we understand it, a system-forming relationship. At the same time, it is a basic system-forming
relationship of natural language. Consequently, the thought-speech objects, processes, constructs and
structures are of information nature and for making their qualitative and quantitative analysis the
Kolmogorov’s formalism is quite applicable. The apparent similarity, affinity of the diagram (1.3) and the
Kolmogorov’s definition of information, as well as further considerations that have led to the construction
of the diagram (1.10), suggest that the same regularities underlie both. The very form of representation of
the information measure indicates a certain process that has led to the generation of an "alphabet" — a sign
system to represent the object. The opening of mappings (f, ¢, p) in diagrams (1.9) — (1.10), to be
compared with the elements of the RFC in diagram (1.3), incites us to confront the latter ones to the
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components of the information processes, which in the Kolmogorov’s theory are reduced to mathematic
relations (algorhithms, recursive functions ,...), defined on discrete sets.

The described situation is considered to be so general that allows us to make a conclusion: in the
grounds of any process, phenomenon, object, system and so on there lies a certain discrete class, we call it
a class of elementary information units (EIU). In its definition the key role is played by the notion of the
lexicographic effect in information systems, the essence of which is as follows.

A common feature of all processes and information exchange is transformation of information from
one form to another, and the modern natural-science theories inambiguously confirm that the process of
interaction and exchange is discrete (“quantum”) in essence and therefore the process of description of
reality undergoes to discretization in principle. The indicated discretization has at least one feature
common to all known processes, namely: observing and generalizing the behavior of different systems we
come to the conclusion that the process of evolution (dynamics, self-development) induces in a system of
any nature a certain subsystem of relatively stable discrete essences (a subsystem of order) to act as the
system’s elementary information units, so that all the other fenomena are nothing more than combinations
of these elementary information units arranged in a certain way. To illustrate we cite some examples.

Despite the fact that according to the modern concepts the universe is placed in the four-dimensional
space-time continuum, all the observed values are essentially quantized. They on the whole depend on
a small number of so-called “global constants” (Planck's constant, the speed of light, charge and mass of
the electron, etc.), which make a kind of "alphabet" for physics, by means of which all the meaningful
assertions about the behavior of physical systems (values of observed variables) are formulated. A similar
situation has occurred also in the scientific description of other systems: all the substances are designated
by certain «words» in the "alphabet" of chemical elements and their mutual transformations make
"statements" in this "language". Proteins are mainly composed of residues of 20 amino acids, DNA
molecules are constructed from four types of nucleotides, etc. The observed behavior is typical not only
for theories that describe specific real-world objects (natural and technical), but also for the concepts to
operate ideal objects, abstractions, speculative constructs. Indeed, even a description of the processes of
discretization, signal quantization, Kotelnikov theorem conclusions can be interpreted not only as the
possibility of producing a certain continual universe via discrete sets. It can be thought of as a law of
nature, affirming the bound existence for any system of such a discrete subsystem of relatively permanent
entities (in our terminology, a subsystem of EIU), which as a medium implements the possibility to submit
any fact from the universe involved.

The mentioned subsystem has properties related to properties of the lexicographic subsystem of the
natural language: it "generates" in its structure something like a sort of thesaurus and grammar with all
properties inherent in such constructs: sign nature, meaning, content, polymorphism, homonymy
(isomorphism), synonymy (homomorphism), polysemy (multiple meaning), ellipsis, metonymy and so on;
it is the bearer of both “plan of expression” and “plan of content”. Realization, interaction, mutual
influence, interdependence of both plans in the system of basic information units are subject to certain
regularities and the centuries-old controversy between realists and conventionalists in our opinion should
be solved positively: examples of system of both types can be adduced, both those with the plan of
expression determined by the plan of content and those with the relationship of a conventional type.

Classes of elementary information units like all the aggregates determined by objective processes (here
it is the lexicographic effect) have a property of “substantiality”, owing to which the indicated bodies
possess relatively stable features to secure their localization in corresponding areas of system parameters.

The above description of phenomena makes the content of the lexicographic effect. On can assert that
when examining any object domains experts in fact deal with examining lexicographic effects that occur
in those domains or are typical for them. Thus, the lexicographic effect can be regarded not only from the
phenomenological side but form the point of methodogy since it has a certain “potential of rationality” and
stimulates in the course of modelling of phenomena the ascertainment and determination of the relevant
EIU complexes taking into account their specific properties. In this aspect the concept of lexicographic
effect appears to be a method of data abstracting.



158 Volodymyr A. Shyrokov

We will not deal with the question of origin, type and classification of lexicographic effects, because
much in this area is still unexplored. It is clear that their origin is connected with the processes of ordering
and disordering of matter that relate to synergistic effects structure, complexity, heterogeneity of matter,
i.e. characteristics of congenial information. Typology lexicographic effects, if it was known, opened the
way for the construction of classification schemes of elementary information units.

The described set of phenomena is the content of lexicographic effect. It can be argued that when
studying any subject domain specialists actually study the lexicographic effects occuring or specific to
them. Thus, the lexicographic effect must be considered not only from the phenomenal part, but also from
a methodological, as it has a certain "operational capacity" by stimulating the processes of modeling of
various systems of establishing and defining the relevant sets of EIU, given and specifying their
properties. In this hypostasis the concept of lexicographic effect serves as a method of abstracting the data.

Further on, a class of EIU of system D, which has evolved as a result of a lexicographic effect (or
effects) O, we denote by IQ(D) or I(D), when the type of lexicographic effect is insignificant. The EIU
system, being the carrier of a number of properties, has a certain structure. In particular, in any system of
EIU a kernel can always be singled out as a subsystem IOQ(D) cl Q(D) and a generative procedure T is
defined:

m 1,2 (D) - I2 (D). (1.11)

We identify the triplet (IQ(D), IOQ(D), m) with the EIU system, and use this designation, as IQ(D), 1(D),
IOQ(D), Iy(D) as equivalents, believing that generative procedure 7 is defined, known and understood from
the context. We here give two examples to illustrate the definition (1.11).

For the set of chemical elements [o(CHEM) the aggregate of all the isotopes (which naturally contains
Io(CHEM) themselves) makes I(CHEM)), while the generating procedure = in this case is the operation to
append an allowable number of element neutrons (0, 1, 2, ...) to the nucleus of the respective atom.

For the set of tokens of an inflectional language in a canonical (original) form as IWORD(L) can act as an
class of text word forms and in this case 7 is interpreted as the operator of paradigmatization (the operator
to construct a complete word-inflection paradigm), i.e. an algorithm that juxtaposes a complete word-
inflection paradigm to each lexeme in its canonical form.

Processes similar to those described, occur in all the socio-technical systems complicated enough and,
more generally, in systems of any origin, in which there are sources, converters and consumers of
information, and therefore some analogues of perceptual-sensory acts and thought-speech processes take
place.

2. The structure and architecture of lexicographic systems.

We determine the basic constructive component in the strucrueres of the above type as so-called
lexicographic systems (the abbreviation of L-system will be used below as well). The notion of L-system
is the basic concept of this work, and its definition is based on phenomenology of the described
lexicographic effect.

Lexicographic systems correlate with widespread formalized structures of the same kind, such as data
models, formal systems, canonical calculi in finite alphabets, etc.

Note that particular cases (or implementations) of lexicographic systems in science and technology
operate very long time. It serves as a large variety of information systems, databases and knowledge,
which includes all the traditional dictionaries and computer-vocabulary system.

In terms of machine dictionaries, they can effectively perform its functions only if they adequately
reflect the structure of the form and content of language units that are subject of lexicographing. The trend
towards re-establishment of the completeness of actually observed only when the design of linguistic
systems is based on a thorough study of the language of phenomenology, which itself "tells" the choice of
adequate staff, as well as the construction of appropriate models. Despite the fact that the goal of
information science is the interpretation of the subject industry (in our case, the linguistic facts), the
language of data models, are the types of construction of these models should be the subject of industry
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and perhaps more precisely tailored to specific linguistic phenomena. On the basis of the state that we
have constructed a theory of lexicographic systems, based on the phenomenology of lexicographic effect,
the consistent application of which provided an opportunity for the necessary systemic generalizations and
establishing a methodology for constructing lexicographic models. Historically the starting point of
analysis, resulting in the formulation of the theory of lexicographic systems, the study proved a significant
number of structures actually existing traditional dictionaries, their generalisation and construction of
appropriate models. To get a more detailed picture we study the general structure-making effects and
elements of lexicographical systems which aside from the traditional dictionaries, becoming elements of
infological models for lexicographic systems of "general position". This way led to the establishment of
the structure of lexicographic system.

It is obvious that the structure of traditional dictionaries is not accidental, since it focuses on
experience of generations of lexicographers. Therefore, it is usually free of subjective tastes and
preferences of the developers of information systems. Lexicography experience as a kind of intellectual
activity (to the extent of its accumulation), from systematization of the actual facts of philology (and even
from the systematization of data on the lexical units) was gradually spread to the systematization of the
data about the world, knowledge of which, in turn, are focused on natural language as an integrated
information system.

The universality of the phenomenon of lexicographic effect gives rise to the trend we have noted not
once: to undergo any linguistic phenomenon to lexicographing. This fact can explain the existence in
lexicographical practice of dictionaries lexicographing even such language units which have no direct
verbal expression. Thus, an attempt of lexicographing of the syntactic structures has been made, for
example, in a work by G.A. Zolotova. Its introduction states: "As the physical world around us is made up
of elementary particles, the smallest known particles of matter, similarly the syntactic structure of our
language is organized by varied, though regular combinations of basic, or minimum, units no more
divisible on the syntactical level. In linguistics at the present stage of its development the need has
matured to understand the concept of elementary syntactic units to be, as it is ever more obvious, a base
for other more complex ones to be built on." And further on: "We use the term “syntaxeme” for a
minimum, no more divisible semantic-syntax unit of the Russian language that as both a carrier of basic
meaning, and as a constructive component of more complex syntactic constructions, and therefore is
characterized by a set of syntactic functions." [12]

Note the clear analogy (somewhere with almost a text match) to our formulation of lexicographic
effect, its space of action being obviously much wider.

Similar attempts of lexicographing of semantic structures not only reflect the general trend of
lexicographical description of linguistic phenomena but also meet the practical needs for the development
of more sophisticated systems of language support.

From the above we derive the methodological correctness of the inclusion of units at any language
level into elementary information lexicographic units of a certain lexicographical system. Thus, semantic,
syntactic, cognitive, and other structures which typically do not have a direct verbal enbodiment in natural
language do undergo the lexicographing. The works of the type are close to the compiling of dictionaries:
ideographic, those of verbal management, word equivalents, phraseological units, etc. The latter two types
of dictionaries adjoin a number of potential lexicographic works, not yet created, but theoretically having
every right to exist [13]. In the abovementioned work suggestions are given for creating more than 50
different dictionaries in which units for lexicographing (elementary information units in respect of the
relevant, sometimes very exotic lexicographic effects) are, for example, appeals, etiquette phrases,
honoratives (expression of politeness), humiliatives (expression of boorishness), incentives, and reactions
(echoing, consent, objection, refutation), etc.

The study of various structures in existing traditional dictionaries allows us to make some
generalizations that can not only form the basis of theoretical lexicographical scheme, but also be used in
the design of specific information systems of linguistic kind, as well as when creating the respective
software. As lexicography has long been delineated the concepts of "dictionary" and "list of words", "list",
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"index", "inventory", the dictionary as an abstract system necessarily has the lexicographic structure
containing at least two required parts: register (left) and interpretation (right), as a manifestation of the
relationship between form and content (RFC). That is the availability of interpretation (a carrier of the
semantic component RFC) differentiates a dictionary from a usual list of words. However, the dictionary
has a deeper structure, which is reflected in the structure of the register and interpretation of the dictionary
as a whole, the individual word parts, as well as in the structure of inter-entry and inter-word mappings.
Due to this the dictionary is a special kind of text, which in a systematic and structured way describes the
units and relationships of a particular language (or an aggregate of languages). It is natural to consider the
dictionary as a specific object of technology, namely, an information system, which designates certain
linguistic effects by using some printing display, namely bolding, positional placement, special symbols,
etc., which play the role of identifiers of the relevant information variables — elements of a dictionary
metalanguage. Besides, the complexity of the dictionary structure is in the fact that not all elements of its
structure are manifested by the above method. The structure of a real dictionary, as a rule, has a large
number of implicit structural elements and to identify them is very often rather a difficult task. The
process of abstraction of the dictionary (lexicographical) structure is a kind of decoding, the reconstruction
of the specific lexicographic effect, which has caused formation of the given structure, and developes
using several provisions though set out first in linguistics, but being in fact of a system-wide significance.

Building of the structural model of lexicographic (dictionary) systems is focused on many aspects of
the representation of the sign nature of lexical units as the most compact and most informative in natural
language. From the standpoint of the theory of lexicographic effect, this means the extraction from the
studied language system of a subsystem of elementary information units (EIU) and the identification of the
set of system-structural parameters.

The next point is in taking into account the dichotomical structure of every EIU (and of their full
aggregate), what is reflected in a multidimensional relationship between form and content, the ascertained
EIU is a carrier of.

The multi-aspect representation of the sign nature of natural language units in the traditional
dictionaries (or EIU in the general lexicographic systems) is provided for by accounting semiological,
linguistic (phonetic, morphematic, grammatical, semantic, stylistic, etc.) and cognitive features of objects
to undergo the lexicographing depending on the type of vocabulary and characterization depth of the
lexicographic effect to be studied in each case. In the information-lexicographical model a certain number
of data and/or knowledge sets match the specified features.

Note that in the language (speech) flow, the ontological nature of language is not divided into separate
components, as is the case in conceptual interpretations. This fact gives rise to the desire of creating
"integrated" dictionaries and, hence, the need for comprehensive (integrated) models of linguistic
phenomena. Therefore, in designing computer systems for the language processing raises the challenge of
creating formalized models that are configured for the effective presentation of the integration processes
of language and at the same time take into account the specifics of linguistic objects. Thus, the criterion of
a plurality of aspects in the representation of sign nature of language makes it possible to build
comprehensive, integrated data models fit for the unification of conceptual representations linguistic
phenomena different in its nature.

The dichotomic structure of the EIU in the information lexicographical model (as is the case in most
traditional dictionaries) is manifested in the structural organization of lexicographical system and derives
from the fundamentals of modern linguistics operating concepts of form and content, internal and external
forms of linguistic units, their phenomenology being deeply studied on the linguistic material.

As V.M. Rusanivsky [14] has noted, language has a dualistic function: on the one hand this is the
material ground on which the thinking is based in the process of its operation, and on the other, the
material in which it is recorded to become an accomplished fact. The objects of study of the thought-
speech flow constituents are both physical ("material") and notional ("ideal") sides. So, the sound
substance of the speech can be regarded as its form and properties of information as its content. From this
perspective, a sound implementation of the speech can be divided into elements agregatated at a different
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degree: integral units of intonation (intonems), combinations of vowels and consonants (syllables), vowels
and consonants themselves (sounds), etc. This process is infinite, because the selection and classification
of sounds of speech depends on a variety of reasons, including the progress in acoustics, phonology, etc.
The physical process of speech refers to the irreversible (like many other acoustic phenomena) dissipative
processes. These properties of the physical substance of speech, together with the properties of the speech
apparatus determine its external information characteristics.

In turn, the written form of language models its oral form. Therefore, in general, the sequence:

<model of reality — thinking
— pattern of thinking — oral language
— model of oral language — written language

is quite correct. As shown those models are physically implemented in a single system (related to
individuals, social communities, systems of culture, etc.), their interaction and mutual influence are natural and
necessary. Thus, the written version of language also serves as both a pattern of thinking and a model of reality.

The direct manifestation of language in speech activity, as well as the existence of writing and other
ways of fixing the language acts on physical media, different from natural language expressions, is
a property of language "to have an external form." The external form is possible due to the ability of
language to be a "representative” part of the phenomenal side of reality, and, because the speech is a sort
of reality, it has facilities for denoting itself.

The system which is a representative of the phenomenal side of reality should be organized in a special
way. Since the difference between the phenomenon and the essence is relative, but there is no clear
boundary between the phenomenal and substantive aspects, language as a model of reality should not have
such a boundary either. This fact is realized in the property of word to have an internal form associated
with the place of its noumenon part in the language system. The external and internal forms are therefore
interrelated and together become the form of word, as opposed to its content as a sum of specific values.

All this gives rise to the claim that the RFC (including the notion of internal and external form of
linguistic units) are general in nature and represent a universal property of EIU, induced in the
development of a lexicographic effect. As formalized in the form of data models they are able to form a
substrate of models for information systems of arbitrary nature and origin. For the language-oriented
models, in general, the RFC is necessary. The mentioned concepts, in our opinion, have a potential of
constructivity, because the content exists only in a certain formal shell that allows us to apply a uniform
approach to the construction of their representatives in the scientific theory.

Consider a fragment of reality D and present its conceptual description in the form of a specific
lexicographical system. Since we are interested first of all in linguistic facts that we consider a natural language,
or a set of natural languages, or a subsystem of (certain aspects of) natural language to represent D here.

According to the above, a certain hierarchy of lexicographic effects is inherent in the system D. Thus,
for the system of natural language we can give a number of lexicographic effects which result in the
selection of individual phonemes, syllables, suggestions, etc from the flow of speech. All of the units serve
as components of EIU relative to certain types of lexicographic effects in natural language.

Later on we regard the lexicographic system (L-system) as a special information environment in which
a certain lexicographic effect (or a combination of lexicographic effects) is developed.

To construct a practically useful scheme for modelling the abovementioned phenomena it is necessary
to determine a set of information constructives that specify the structural elements of L-systems to allow
you to develop specific applications. In turn, this requires building a constructive theory of L-systems. It is
based on the lexicographic model, developed in the works [15], and their conventional symbols and results
are used below.

In accordance with the information interpretation of perception [16] we determine the result of the
reception by a subject S of a class of elementary information units (EIU) IQ(D) in the form of a certain set
of V(IQ(D)) — set of descriptions of units belonging to the class of IQ(D); this set is the result of process:

S: I%D) —» VUI%D)), (1.12)
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That is why for each element x € IQ(D) its description of V(x) as an element of the set V(IQ(D)):
V(x) € V(IQ(D)); Sx = V(x) is uniquely defined. Therefore, it is logical to assume that for each element
V(IQ(D)) has the form of aggregation:

VI2D)) = U V(x). (1.13)
X e IQ(D)

In accordance with the information concept RFC, each V(x) is represented in the form of a word
(a text) in some finite alphabet A = {ay, ay, ..., a,}, i.e. finite sequence of symbols from A. Further on,
words in the alphabet A are called A-words. For example, if we consider the Dictionary of the Ukrainian
language, the alphabet A consists of the following elements:

standard Ukrainian alphabet (big and small letters), punctuation marks, Arabic numerals, Roman
numerals, spaces and paragraph symbols, special characters (//, A, A, 0, 4 ,...); font types, etc. .

Description of any EIU in this way is presented in A-word of the following form:

V(x) = vi(x)va (X)... vy, vikx) € A, i =1, 2, ..., k(x), k(x) = 1. (1.14),
where each "letter" vi(x) (A-letter) is taken from the alphabet A. Note that the length of k(x) A-word
V(x) depends on x. Formula (1.14), by definition, provides a complete, in a sense, exhaustive description
of the elementary information unit x in the lexicographic system. Using the mapping S between the class
of the EIU (IQ(D) and numerous descriptions of V(IQ(D)) establishes a certain isomorphism. In other
words, a set of descriptions of V(IQ(D) is an own subset of W(A): V(IQ(D)) < W(A), and the set W(A) is
a set of all words of finite length from A, i.e. sequences of viv,...v;, g<cs Vi€ A, i =1, 2, ..., g. We believe
that the word of zero length — 0 also belongs to W(A): V a € W(A) 30 € W(A), such thata *0=0 * a = q,
where «*» is a concatenation. The closure relative to the operation of concatenation, i.e. the requirement:
a,b e WA) = 3 ce W(A), c =a * b, as well as the associativity about it: V a,b,c € WA) =>a* b *c=(a*b)
*c=ax* (b*c)* c)makes W(A) a semigroup with the semigroup operation «*» and the unit element 0.

The choice of the alphabet A, which is realized by W(A) and V(IQ(D)), is not justified and specified
here what corresponds to the algebraic tradition. However, note that its generation is a consequence of
a certain lexicographic effect developing in the system of speech (acoustic) and its information and
graphical interpretation. If we consider conventional dictionaries, the interpretation of the A-word V(x) as
a word-entry text with the register unit x is natural.

In general the semigroup structure is poor enough, and the construction of W(A) is too large to
effectively identify in it characteristic features of language systems. To achieve this goal, it is necessary to
introduce some additional assumptions and constraints, that are instrumental to single out substructures
typical exactly for natural language in the structure of W(A). This is achieved as follows.

Since each V(x) is an adequate and unambiguous description of the corresponding element x of the
system IQ(D), its structure with sufficient fullness must reflect the properties of that element. Given the
linear character of V(x) as a linear sequence of symbols from A, we come to the conclusion that the only
possible natural source of its structure is a certain set of his A-subwords and certain relations between
them. A-subwords in the description of V(x) is defined as A-words, consisting of those symbols of
alphabet A contained in the description of V(x) and located in the A-subwords in the order induced by the
location of letters in the description. Obviously, the set of all A-subwords of the A-word of length 7 (i.e.
the A-words which consist of n A-letters) contains 2" elements. We denote the set of all A-subwords of A-
word V(x) by B[V(x)].

The structure on the set of descriptions is introduced as follows. Assume that all descriptions of V(x)
there is one rule by which any of the A-word V(x) can be singled out a set of A-subwords B(x) = {Bi(x)}
with the following properties:

- the element x belongs to the set B(x): x €P(x);

- the whole description V(x) is an element of the set B(x): V(x)eB(x);

— the rule that singles out the elements of the set (x) is the same for all V(x).
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Thus, from V(x) elements of the set of the B[V(x)] of the values (A-subwords) B;(x) of the following
form can be marked out:

BV = {Bx), i =1,2, ..., q} = B[V(x)], (L.15)
rae B[V(x)] = {VilViz---Vi,, A< il <ip< k(x), p=1,2, .., k(x), and:

Vij e {View, Vo), .. Veeo(X) }: X € BIVIOT; V(x) € BIV(OL, B P when kzm. (- 1.16)

Suppose, by definition:

BIVUADY)] = U B [V)]. (1.17)
X € D)
Obviously: V(I4(D)) e BIVI%(D))]. Designate:
q
Bi=UBix),i=1,2,..,q,and also f =L B;. (1.18)
x e I°PD i

Undoubtedly, B =f [V(IQ(D))]. Note that some of the elements B;(x), i = 1,2, ..., ¢ may be empty
under certain values of x € IQ(D); In this case they are omitted in the formulas (1.15) - ( 1.18).

By &[] denote some kind of structure defined on [, and therefore on V(IQ(D)). Futher on we call o[f]
a macrostructure V(IQ(D)); restrictions o[f] on V(x): o[f] | v(x) = 0(x) generates the microstructure of V(x).
A strong formulation of this fact is to establish procedures (operator, process ...) o that generates the
structure o[f] on f:

o: 3 - olfl (1.19)

A range of a number of non-isomorphic structures G[] can be generated on 3. Those structures can be
represented by any of the known data models (hierarchical, network, relational, object-relational, etc.),
logical-mathematical models (in particular, logical calculi like the predicate logic), expressions of formal
grammars, etc.

The following method can be one of the possible procedures to form the structure. Let us build a table:

Bi B2 o Bq

Bi(x1) Ba(x1) Bq(x1)
Bi(x2) Ba(x2) .o By(x2)
Bi(xm) Ba(xm) v Bq(xm)

Some of the elements, obviously, can be empty, therefore the length of the chart columns, generally
speaking, can be different. Values B;, i =1, 2, ..., q, are interpreted as attributes (attribute names) and sets
Dom B; ={Bi(x1), Bi(X2), ---, Bixm)}s 1 =1, 2, ..., q, as the domains of these attributes. Then the structure
c[B] can be realized in the form of a relational algebra R, defined on the Cartesian product:

q

X Domp; = B¢ . (1.20)
i=1

In other words, if the structure o is identified with a certain relational algebra R over [3®, then the
triplet {V(IQ(D)), B, R [B]} is nothing different from a relational model, and the quintuple {IQ(D), D,
V(IQ(D)), B, R [B]} specifies some object-relational model [17]. Besides, IQ(D) is a class of objects of the
model, B; are interpreted as attributes (attribute names), with the domains Dom f3;, IQ(D) with elements
Bi(x), xe IQ(D). It is clear that the set {x} makes individual domains by itself (to abridge the description,
without further detail, we identify an element x as belonging to the class IQ(D), with its "name" in the
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V(x) ) and V(IQ(D)) — as the set {V (x)}. The relationship of the respective arity are defined, as always, in
the form of certain subsets of the set B. Their tuples are elements of the form:
Bir(x5i)> Bi(Xji2)s +os Bir(Xjir) ) 11<i2 <o i 5 Xjim € (), m=1,2,..,r. (1.21)

The relational calculus in this model is determined as usual (see, for example [18]).

Due to the interpretation of IQ(D) as classes with objects of any origin as their elements, an object-
oriented interpretation of the model looks quite natural. Th relationships between the elements of the class
IQ(D) are induced by a system by unary relations r [£;] on #; = {x} and the mapping

A: VIXD)) — I9D): Ar [l (1.22).

Thus, the set IQ(D) represents the ontological essence of reality to be modelled, while V(IQ(D)), S, olBl]
presents its conceptual side.

Further on we focus on the RFC that develop and implement in the medium {IQ(D), S, V(IQ(D)), yii
c[B1}. This combination of properties of the complex IQ(D) is divided into two parts not well-defined and
harldy separable. Note that the conceptual scheme, implemented in the description of V(IQ(D)), these parts
must be separated. In other words, a necessary condition for the construction to be correct is the existence
of a procedure making such a separation. This is shown in the commutative diagram:

V(D))

F C (1.23)
AU(D)) , PUAD)

FV(I(D)) = AU%(D)); CV(I%(D)) = PU(D)); A(°(D)) N PUY(D)) = &, and

HoF =C, where the symbol «o» marked composition of mappings.

AUID)) = U Ax);  PUAD)) =u P(). (1.24)
xel?(D) xel(D)
On A(IQ(D)) u P(IQ(D)) macrostructures are induced:
Fo[B]=AIBl1ColB]) = plpB] , (1.25)
and the corresponding macrostructures:
MBI vio = 2(0: pIB] | vy = p(1) (1.26)

as a restriction A[] and p[B] on V(x).

Note that the diagram (1.23) (i.e. the objects V(I%(D)), AI4(D)), PU%(D) and the mappings F, C, H)
are build independently of the structure of ]. The origin and content of its constituent elements is quite
different. Namely: A(IQ(D)) corresponds to that part of the description V(IQ(D)), which in a sense,
represents the form of IQ(D), while P(IQ(D), respectively, corresponds to that part of the description of
V(IQ(D)) responsible for the content of IQ(D). The above specification confirms the idea that the RFC are
universal, inherent in objects of any origin.

Definition 1. The octad of objects {IQ(D), S, V(IQ(D) ), B olp], F, C, H} designate the basic
lexicographic data model and its concrete realization — the elementary lexicographic. Sometimes, for
abridgement, if no discrepancy emerges, we denoted by V(IQ(D)) all the elementary lexicographical
system.

Note that any element (or any of their aggregates) belonging to the structures 3, o[B], A[B], p[B], can
be interpreted as a elementary L-system. Hence we get an opportunity to single out in the basic structure
of the original elementary L-system a number of information-linguistic substructures we interpret as
separate L-systems. Thus redefining the structure of the original L-system, we obtain the general L-model
and L-system (not elementary ones). It appears in the form of a certain number of elementary L-systems
with possible mappings and links among them. Thus, the general position is of the form of a graph G = {V
={V;}; R={Ry}}, where V= {V;}-G is a set of vertices made by L-systems constituent of V;, members of
the G, and R = {Ry,;} — the set of edges of the graph G, Ry; combines V; and V.
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In particular, nothing prevents us from regarding A(IQ(D)) u P(IQ(D)) as separate, autonomous
elementary L-systems to make it possible to build the following:

Hy
V(I°(D)) = (AUYD)) =AI°(D)) —  PyI%D)) = PU(D))
o Co Fo; C’os (1.27)
A0, 1% D) / \ Pl (D)) A”m(IQZ(D))/\ Poy1%(D))
—> —>
H"), HPO]

Note the type of the lexicographic effect on the second floor has changed — instead of Q now we have
Q) and Q, respectively. So, we come to a set of objects IQI(D) and IQZ(D). Continuing this process we

obtain the recursive development of the lexicographical system V(IQ(D)):

V=(Ap Po)
/\
Ay Py
/\ / \ (1.28)
Ay Py Ay Py

/\ ....................

We call this process the recursive reduction of the lexicographical system. It recalls a kind of
information "microscope" revealing ever more subtle details of lexicographical system.

Further on, we will denote the recursive reduction process of L-system V(IQ(D)) by RRi«[V(IQ(D))].
The definition of this process includes the characterization of all the operators F, C, H, at all the levels of
the recursive reduction, together with the results of their actions, as well as all the macro- and
microstructure o, A, p.

The described construction makes the content of a general definition of lexicographical data model:

{I°(D). S, VUP(D)). B. o [B]. RRY[VU(D))]} (1.29)
and of the lexicographical system:
{ID), S, VA°(D)), B, o [Bl. RRUV(I(D))], Z), (1.30)
where the symbol 2 designates its architecture as an information model.

The three-level architecture X'is usually chosen to conform to the standard architecture of information
systems, introduced back in 1975 and named ANSI/X3/SPARK or just ANSI/SPARK [19]. We use the
main components of the architecture ANSI/SPARK in the following interpretation:

ARCH_LS = {CM, EXM, INM; ®,%¥, £}, (1.31)

where the symbol CM designates the conceptual model of the lexicographical system LS. The symbol

EXM = {exM]} identifies a set of its external models conforming to the conceptual model of the CM, and

INM = {inM} — the corresponding set of its internal models. By CM we denote the set of mappings of CM
into EXM:

@ : CM — exM, where exM € EXM, (1.32)
respectively, ¥ = {y} — set of mappings of the CM into INM:
1 : CM — inM, where inM € INM; (1.33)

= ={&} - the set of mappings of INM into EXM:
& (inM) = exM. (1.34)

Next we dwell on the interpretation of architecture elements.
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A conceptual model (conceptual level of presentation) of the subject area is semantic, sign model
integrating notions of different experts in the subject field in an unambiguous, finite and consistent form.

The internal model (internal level of presentations) defines types, structures and formats of data
presentation, preservation and manipulation, an algorithmic base and an operating software environment
the model is immersed in when being implemented.

The external model (external level of presentation) reflects the views of end users and, hence,
application programmers, to the information system. It means a system of tools is implemented, to enable
the user to make the permitted contacts and manipulate the data provided on the internal level.

Mappings are constructed in such a way that the diagram:

P
CM inM
¢ g (1.35)

exM
is commutative: £o 1y = @. The requirement of commutativity of the diagram is essential since it

ensures a consistency among all the levels of the system architecture.
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Abstract. In contrast to the morphological and syntactic processing, the semantic annotation, based on
ontology, is still underdeveloped for Bulgarian. On the other hand, the prerequisites for an ontological
annotation are already available. These are as follows: a morpho-syntactic tagger for Bulgarian with
more than 95% accuracy; a dependency parser with more than 84% accuracy; a general chunker and a
named entity grammar. Therefore, the next logical step is the semantic annotation. As a minimal set of
semantic resources we consider the following ones:

— a lexicon for Bulgarian aligned to an upper ontology as a mechanism to cover the common lexica
in domain texts, and aligned to domain ontologies to cover domain terminology;

— a corpus, annotated with ontology information in order to train machine learning component for
automatic word sense disambiguation;

— an annotation grammar for Bulgarian, based on syntactic knowledge of Bulgarian and conceptual
information from the ontology.

In this paper, we will focus on the description of the lexicon.

1 Introduction

Semantic Annotation (Tagging) is a natural further development in the area of language resources after the
creation of morphologically and syntactically annotated corpora. The importance of Semantic Annotation
became a hot topic within the initiative for creation of Semantic Web. Although much work is already
done in the area, the term ‘“‘semantic annotation” is not yet well defined — see [8] and citation therein.
In our work we consider the text as consisting of two types of information: (1) ontological classes and
relations, and (2) world facts. The ontological part determines generally the topic and the domain of the
text. We call the corresponding “minimal” part of ontology implied by the text ontology of the text. The
world facts represent an instantiation of the ontology in the text (here higher order entities like beliefs,
claims, etc. are also included). Both types of information are called uniformly ‘semantic content of the text’.
Both components of the semantic content are connected to the syntactic structure of the text. Any (partial)
explication of the semantic content of a text will be called semantic annotation of the text. Defined in this
way, the semantic annotation could contain also some pragmatic information and actual world knowledge.

In order to support this kind of semantic annotation we rely on a knowledge-rich lexicon to determine
the content of the semantic annotation. The lexicon is aligned to an upper ontology which covers the general
meanings of the lexical items. In addition to the upper ontology the lexicon might be aligned to domain
ontologies in order to support more precise domain annotation. In the paper a special focus is put on the role
of the regular polysemy and metonymy. They are encoded as special patterns extracted from a semantically
annotated corpus and reflecting the conceptual structure of the ontology. The lexicon is also connected to
an annotation grammar which establishes a relation between the ontology and the text. In this paper we
will not discuss the grammar and the annotation process.

The structure of the paper is as follows: the next section discusses the structure of a domain ontology,
its connection to an upper ontology; the third section provides a model of ontology-to-text relation which
is a motivation for the creation of the a knowledge-rich lexicon of Bulgarian; the next section discusses the
extensions of the ontology-to-text relation with respect to general lexica and coverage of some phenomena;
the fifth section compares our work with some other works; and the last section concludes the paper.

* This work is partially supported by LTfLL project (Language Technology for Lifelong Learning — IST-212578).
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2 The Structure of the Domain Ontology

Independently from the methodology for ontology creation, the end result has the following structure:

Domain layer. At this layer we have the real domain concepts and relations representing the main
notions in the domain. These concepts and relations are used in solving different tasks such as repre-
sentation of domain knowledge, representation of common conceptualization for information exchange
in the domain, semantic annotation of domain texts, etc.

Upper layer. The alignment of the domain layer to an upper ontology is an obligatory step in each
ontology creation methodology. This alignment ensures several properties of the domain ontology: (1)
consistency with the design of the upper ontology; (2) inheritance of the knowledge represented in the
upper ontology.

Middle layer. This layer contains concepts and relations which are not part of the upper or the domain
layers, but play important role for the alignment between them.

Language layer. It is supposed that the domain ontology (together with middle and upper layers)
is language independent, formalized in some ontology representation language. In practise such an
ontology needs has to be aligned to some language resources. This is necessary in order the ontology
to be presented to users who do not know much of ontology and to support analysis of texts. Aa a
minimum it is necessary to have a lexicon aligned to the concepts and the relations in the ontology.

We have used this structure of the ontology in three European projects — LT4eL, AsIsKnown and
LTfLL. In each of them we have used as an upper ontology DOLCE Ontology [10] for several reasons:
(1) it is constructed on rigorous basis which reflects the OntoClean methodology [6]; (2) it is represented
in OWL-DL; (3) the authors of the ontology provide us comments and help on the alignment of the domain
ontology to DOLCE. For the middle layer we have used OntoWordNet [4] — a version of WordNet aligned
to DOLCE. OntoWordNet facilitates the alignment between the upper ontology and domain layer. This
is ensured by providing more understandable concepts (more specific and closer to the domain) and the
mapping between the concepts is easier. In the middle layer we include from OntoWordNet only those
concepts that are necessary to support the alignment between the domain layer and the upper layer. The
domain layer is created for each domain. The result of three layers is a domain ontology with a better
structuring of the concepts and relations. Also relations and axioms are inherited from DOLCE to the
domain layer.

Language layers in each of the projects were created on the basis of the model of the ontology-to-text
relation presented in the next section.

3 Ontology-to-Text Model

In this section we represent the two main components that define the ontology-to-text relation. These
components are: lexicon and concept annotation grammar.

The lexicon plays twofold role in our architecture. First, it interrelates the concepts in the ontology
to the lexical knowledge used by the grammar in order to recognize the role of the concepts in the text.
Second, the lexicon represents the main interface between the user and the ontology. This interface allows
for the ontology to be navigated or represented in a natural for the user way. For example, the concepts and
relations might be named with terms used by the users in their everyday activities and in their own natural
language (e.g. Bulgarian). This could be considered as a first step to a contextualized usage of the ontology
in a sense that the ontology could be viewed through different terms depending on the context. For example,
the color names will vary from very specific terms within the domain of carpet production to more common
names used when the same carpet is part of an interior design. Thus, the lexical items contain the following
information: a term, contextual information determining the context of the term usage, grammatical features
determining the syntactic realization within the text. In the current implementation of the lexicons the
contextual information is simplified to a list of a few types of users (producer, retailer, etc). With respect to
the relations between the terms in the lexicon and the concepts in the ontology, there are two main problems:
(1) there is no lexicalized term for some of the concepts in the ontology, and (2) there are lexical terms in the
language of the domain which lack corresponding concepts in the ontology, which represent the meaning
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of the terms. The first problem is overcome by writing down in the lexicon also non-lexicalized (fully
compositional) phrases to be represented. These different phrases or terms for a given concept are used as
a basis for construction of the annotation grammar. Having them, we might capture different wordings of
the same meaning in the text. The picture below shows the mapping varieties. It depicts the realization of
the concepts (similarly for relations and instances) in the language. The concepts are language independent
and they might be represented within a natural language as form(s) of a lexicalized term, or as a free
phrase. In general, a concept might have a few terms connected to it and a (potentially) unlimited number
of free phrases expressing this concept in the language!. Some of the free phrases receive their meaning
compositionally regardless of their usage in the text, other free phrases denote the corresponding concept
only in a particular context. In our lexicons we decided to register as many free phrases as possible in order
to have better recall on the semantic annotation task. In case of a concept that is not-lexicalized in a given
language we require at least one free phrase to be provided for this concept. The following picture shows
the mapping from the ontology to the lexicon:

Lexicalized Free Phrases
Terms

Ontolegy

Fig 1. Ontology-to-Lexicon Relation.

The picture depicts the realization of the ontological concepts in a natural language. The concepts are
language independent and they might be represented within a natural language as form(s) of a lexicalized
term (or item), or as a free phrase. In general, a concept might have a few terms connected to it and a
(potentially) unlimited number of free phrases expressing this concept in the language. Some of the free
phrases receive their meaning compositionally regardless their usage in the text, other free phrases denote
the corresponding concept only in a particular context.

In order to solve the second problem (missing concept for a lexical item) we modify the ontology in
such a way that it contains all the important concepts for the domain. However, this solution requires a
special treatment of the “head words” in the lexicons, because such phrases allow bigger freedom with
respect to their occurrences in the text. Variability is a problem even with respect to the lexicalized cases
and the idea is to represent the most frequent (based on a corpus) variants for each concept. The specific
solutions for the lexical terms without appropriate concept in the ontology are the following:

More detailed classes in the ontology. In cases where it is possible, we are creating more specific
concepts in the ontology. For example, the concept of ‘shortcut’ in the domain of Computer Science for
End Users, is denoted by different lexical items in English depending on the operating system, because
each operating system (MS Windows, Linux, etc) as a rule introduces its own terminology. When the
notion is borrowed in other languages, it could be borrowed with different granularity, thus, we introduce
more specific concepts in the ontology in order to ensure correct mapping between languages.

' The presence of free phrases in the lexicon is also motivated by the fact that the lexicalization is not a discrete
feature. There are many different degrees of lexicalization. Thus the free phrases are the extreme end of the scale.
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More complex mapping exists between the ontology and terms in some language. Our initial idea was
that each meaning of a lexical item in any language is mapped to exactly one concept in the ontology. If
for some lexical item this one-to-one mapping is not appropriate or it requires very complicated changes
in the ontology, we realize a mapping based on ontology expressions instead of a single concept. This
mechanism allows us to keep the ontology simpler and more understandable, and to handle cases that do
not allow appropriate mappings. Currently, such cases are not detected in domains for which we applied
this model.

We could summarize the connection between the ontology and the lexicons in the following way: the
ontology represents the semantic knowledge in form of concepts and relations with appropriate axioms;
and the lexicons represent the ways in which these concepts can be realized in texts in the corresponding
languages. Of course, the ways in which a concept could be represented in the text are potentially infinite
in number, thus, we could hope to represent in our lexicons only the most frequent and important terms and
phrases. Here is an example of an entry:

<entry id="entry-34">

<owl:Class rdf:about="http://www.asisknown.org/AIKHT#CarpetOWN">
<rdfs:comment>a piece of thick heavy fabric (usually with nap or pile)
used to cover a floor</rdfs:comment>
<rdfs:subClassOf>

<owl:Class rdf:about=http://www.asisknown.org/AIKHT#FloorCovering/>

</rdfs:subClassOf>

</owl:Class>

<def>a piece of thick heavy fabric (usually with nap or pile)

used to cover a floor</def>

<termg lang="en">
<term shead="1">carpet</term>
<term>carpeting</term>
<term>rug</term>
<term type="nonlex">textile floor covering</term>
<def>a piece of thick heavy fabric (usually with nap or pile)
used to cover a floor</def>
<gramline>reference to finite state grammar</gramline>

</termg>

</entry>

Each entry of the lexicons contains the following types of information: (1) information about the
concept from the ontology which represents the meaning for the terms in the entry; (2) explanation of
the concept meaning in English; (3) a set of terms in a given language that have the meaning expressed by
the concept; and (4) relation to grammar rules. The concept part of the entry provides minimum information
for formal definition of the concept. The English explanation of the concept meaning facilitates the human
understanding. The set of terms stands for different wordings of the concept in the corresponding language.
One of the terms is the representative for the term set. Note that this is a somewhat arbitrary decision,
which might depend on frequency of term usage or specialist’s intuition. This representative term will be
used where just one of terms from the set is necessary to be used, for example as an item of a menu. In
the example above we present the set of English terms for the concept ‘carpet’. One of the terms is non-
lexicalized — attribute t ype with value "nonlex". The first term is representative for the term set and it
is marked-up with attribute shead with value "1". The elements graml ine provide links to linguistic
features of the terms like lemmatized variants of the terms, implementation as regular expressions to be
compiled as finite state automata, etc.

Here we present a (part of) DTD for the lexicon:

<!ELEMENT OntolLexicon (entry+)>

<!ELEMENT entry
((owl:Class|rdf:Description|rdf:Property), def, termg+)>
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<!ELEMENT def (#PCDATA)>

<!ELEMENT termg (termt,def?,gramlinex)>
<!ATTLIST termg

lang (bglcs|delen|frlhulit|mt|nl|pllpt|rolru) # REQUIRED
>

<!ELEMENT term (\#PCDATA)>
<!ATTLIST term

type (lex|nonlex) "lex"
shead (110) "o"
gram CDATA #IMPLIED

<!ELEMENT gramline (#PCDATA)>

The lexicon consists of entries. Each entry consists of a concept, relation or instance (partial) definition,
followed by a definition of the concept content in English and one or several term groups. Each term group
represents all the available lexical terms or free phrases for the corresponding concept (relation or instance)
in a given natural language (determined by the attribute lang). Optionally, the term group for a given
language could contain a definition of the content of the concept in that language. Each term represents
a normalized form of the term. Additionally, we could state whether: the term is a lexicalization of the
concept in the language or it is a free phrase (attribute type); the term is representative for the concept
in the language (the attribute shead) or not; and which grammar rules recognize this term (related to the
concept (relation or instance) of the entry) in text. The format of the currently implemented grammars is
given below.

The second component of the ontology-to-text relation, the concept annotation grammar, is ideally
considered as an extension of a general language deep grammar which is adopted to the concept annotation
task. Minimally, the concept annotation grammar consists of a chunk grammar for concept annotation
and (sense) disambiguation rules. The chunk grammar for each term in the lexicon contains at least one
grammar rule for recognition of the term. As a preprocessing step we consider annotation with grammatical
features and lemmatization of the text. The disambiguation rules exploit the local context in terms of
grammatical features, semantic annotation and syntactic structure, and also the global context such as
topic of the text, discourse segmentation, etc. Currently we have implemented chunk grammars for several
languages. We have implemented a very simple disambiguator which uses an unigram model.

For the implementation of the annotation grammar we rely on the grammar facilities of the CLaRK
System [13]. The structure of each grammar rule in CLaRK is defined by the following DTD fragment:

<!ELEMENT line (LC?, RE, RC?, RM, Comment?) >
<!ELEMENT LC (#PCDATA)>
<!ELEMENT RC (#PCDATA) >
<!ELEMENT RE (#PCDATA) >
<!ELEMENT RM (#PCDATA)>

<!ELEMENT Comment (#PCDATA) >

Each rule is represented as a line element. The rule consists of a regular expression (RE) and a category
(RM = return markup). The regular expression is evaluated over the content of a given XML element and
could recognize tokens and/or annotated data. The return markup is represented as an XML fragment which
is substituted for the recognized part of the content of the element. Additionally, the user could use regular
expressions to restrict the context in which the regular expression is evaluated successfully. The LC element
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contains a regular expression for the left context and the RC for the right one. The element Comment is for
human use. The application of the grammar is governed by XPath expressions which provide additional
mechanism for accurate annotation of a given XML document. Thus, the CLaRK grammar is a good choice
for the implementation of the initial annotation grammar.

The creation of the actual annotation grammars started with the terms in the lexicons for the corre-
sponding languages. Each term was lemmatized and the lemmatized form of the term was converted into
regular expression of grammar rules. Each concept related to the term is stored in the return markup of
the corresponding rule. Thus, if a term is ambiguous, then the corresponding rule in the grammar contains
reference to all concepts related to the term.

The following picture depicts the relations between lexical items, grammar rules and the text:

Lexical Items Grammmar Domain Texts
Fules

dad s b b

Fig 2. Lexicon-to-Text Relation.

The relations between the different elements of the models are as follows. A lexical item could have
more than one grammar rule associated to it depending on the word order and the grammatical realization
of the lexical item. Two lexical items could share a grammar rule if they have the same wording, but they
are connected to different concepts in the ontology. Each grammar rule could recognize zero or several text
chunks.

The relation ontology-to-text implemented in this way provides facilities for solving different tasks,
such as ontology search (including crosslingual search), ontology browsing, ontology learning. In order
to support multilingual access to semantic annotated corpus we have to implement the relation for several
languages using the same ontology as starting point. In this way we implement a mapping between the
lexicons in these languages and also comparable annotation of texts in them.

We have been using the relations between the various elements for the task of ontology-based search.
The connection from ontology via lexicon to grammars is relied on for the concept annotation of the text. In
this way we established a connection between the ontology and the texts. The relation between the lexicon
and the ontology is used for definition of user queries with respect to the appropriate segments within the
documents. The annotation of texts in different languages on the basis of the same ontology could facilitate
the definition of similarity metrics between such texts.

4 A Knowledge-rich Lexicon of Bulgarian

The main problem with the model of the ontology-to-text relation, described in the previous section, is the
fact that the annotation of domain texts with domain concepts is very sparse. For example, in the domain
of Computer Science for End Users we have annotated 8 concepts within 100 tokens (with 14.8 tokens
per sentence = 1.19 concepts per sentence at average). This sparse annotation blocks possibilities for using
better methods for word sense disambiguation. This holds when the lexical items in the domain lexicon
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are ambiguous among themselves or with respect to the general lexica. For example, the concepts ‘key-of-
keyboard’, key-of-database’ and ’key-for-door’ have the same wording in English and the last one is not
from the domain ontology.

We consider two solutions to this problem: (1) better annotation grammar, and (2) Interaction with
general lexica. The first can be done by exploiting coreferential relations and lexical chains. The second
via connection to lexicons like WordNet. In order to benefit from these solutions, we have to tune them to
the model of ontology-to-text relation. First, in order to construct lexical chains and coreferential relations
in which the domain terms in the text to participate we need these terms and the surrounding general
lexica to share their semantic annotation. In order to ensure this we have to align the general lexica with
appropriate semantic information.

Ideally, each meaning of the general lexicon has to be presented in the ontology in order to use the model
of ontology-to-text relation from the previous section. Unfortunately such an ontology does not exists yet.
Thus, we have to use a smaller ontology and to change the implementation of the ontology-to-text relation.

From our experience within the projects mentioned above we can conclude that there exist a relatively
stable upper and middle part of each of the domain ontologies. Thus, for the creation of an appropriate
lexical resource for semantic annotation we consider as a first step the building of an upper-middle layer
ontology which to provide the necessary semantic information for the tasks of word sense disambiguation.
In our case this is a mixture of DOLCE and the upper part of OntoWordNet. Such an ontology can be
used for several tasks: (1) representation of general meaning of lexical items in a language; (2) basis for
construction of domain ontologies and lexicons.

In the previous model we have used equality relation between the conceptual information in the
ontology and the meaning of the corresponding lexical items. In this new lexicon this will not be possible
because there will be no enough concepts in the ontology. Thus, the first difference from the previous
model is that we will allow also the relation subsume to be used. The lexicon entry for each lexical item
will specify what the relation is between the meaning of the lexical item and the corresponding concept.
The requirement for the mapping via subsume relation is as follows: the concept that is used with in the
ontology to be the most specific one available.

In addition to the mapping to the ontology we want to represent also information necessary for some of
the more important phenomena for the task of word sense disambiguation: polysemy, metonymy? and verb
representation. The first two phenomena — polysemy and metonymy are treated in similar way. First of all,
the word senses are represented in the ontology. Thus, the lexical representation is done via appropriate
mappings to corresponding concepts in the ontology. Let us consider the case of metonymy. In general,
metonymy is defined as a trope in which one entity is used to stand for another associated entity>. Thus, we
can consider metonymy to be encoded via a composition of ontology relations encoded in the lexicon. For
example, let us suppose that we have to annotate the sentence “She was wearing stripe.” First we annotate
‘stripe” as a kind of a property and as such it is connected to ‘cloth’ via property—of relation and
‘cloth’ is annotated as material and it is connected to ‘clothing’ via the made—of relation. The concept
‘clothing’ is of the relevant type for the object of the verb ‘to wear’. Thus, the understanding of the sentence
is something like: “She was wearing a clothing made from a textile with a stripe design.” The composition
of the corresponding relations is stored in the lexical entries for the corresponding lexical items. In the
case of metonymy this is a better option, because the possible patterns are (potentially) infinite in number.
Representing each metonymy usage as a separate meaning will result in many strange meanings for the
lexical items. In this way we separate the most frequent metonymy uses as inference patterns and the actual
inference during the analysis of the discourse where the lexical item is used metonymically. Similarly
we treat the polysemy. The different meanings are represented in the ontology as different concepts and
these concepts are connected via appropriate relations. The main difference here is that for each of the
meaning we construct a separate lexical entry. Thus, always during the analysis of the text we have to
disambiguate between these senses. In some cases more that one of the senses are visible via one usage
of the lexical item. For example, in the sentence “This large book is very interesting.” the word ‘book’ is
used simultaneously as a physical object selected by ‘large’ and as an information object
selected by ‘interesting’.

% The treatment of metaphorical uses are recorded as separate entries in the lexicon.
3 http://www.sil.org/linguistics/GlossaryOfLinguistic Terms/WhatIsMetonymy.htm
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Encoding of verbs is also very important for the task of semantic annotation. We assume that the appro-
priate information is also represented in two ways: (1) in the ontology each verb is connected to concept
representing the event related to the meaning of the verb. In the ontology all the participants (irrespectively
whether they are considered as arguments, adjuncts, etc.) are represented as such via appropriate relations;
(2) the linguistic behavior is encoded in the lexicon as a set of frames. These frames determine the role of
each participant in the a given event.

The actual lexicon is under construction. It is based on several machine-readable dictionaries: a Mor-
phological Dictionary, a Valence dictionary and an Explanatory Dictionary of Bulgarian. The selection of
the lexical items is on the basis of construction of the lexicon aligned to the upper and middle parts of the
ontology where we encoded about 3000 lexical entries. The rest of of lexical items are selected on the basis
of their ranking in a large Bulgarian corpus (72 million running words from BulTreeBank text archive).
The ranks are calculated via automatic morphosyntactic analysis of the corpus and then lemmatization. For
each lemma we consider the frequency in the corpus and in how many documents the lemma occurs.

5 Discussion

The need of a knowledge-rich lexicon of Bulgarian is motivated by the need to introduce more world
knowledge in the semantic analysis of the text. As it was mentioned in [7], the most lexical relations
necessary to determine the semantic content of the lexical items are non-classical in contrast the classical
ones, i.e. hyponymy, meronymy, antonymy. The non-classical relations are specific for some classes
of meanings, i.e. made-of, used-for, etc. In our case we assume that these relations are represented
in the ontology. Thus, they are formally defined, can be used in inference process and can be used for
representation of some language phenomena like polysemy, metonymy, etc.

From point of view of the complexity and precision of ontology according to Nicola Guarino ([5]) we
have the following classification of ontologies:

Lexicon: Machine Readable Dictionaries; Vocabulary with NL definitions

Simple Taxonomy: Clasifications

Thesaurus: WordNet; Taxonomy plus related-terms

Relational Model: Light-weight ontologies; Unconstrained use of arbitrary relations
Fully Axiomatized Theory: Heavy-weight ontologies.

The classification starts with less formal and knowledge-poor ontology — simple lexicons and ends with
heavily constrained theories about the world. Our attempt is to move the current semantic lexicons from
the level of thesaurus to the level of light-ontologies (as a minimum).

Our approach gains in many respects from such works as WordNet [3], EuroWordNet [14], SIMPLE
[9]. The mapping between the language specific lexicons was facilitated by the ontology. Our model
shares common features with other lexicon models: with WordNet-like ([3]; [14]) lexicons we share the
idea of grouping lexical items around a common meaning and in this respect the term groups in our
model correspond to synsets in WordNet model. The difference in our case is that the meaning is defined
independently in the ontology. With SIMPLE model [9] we share the idea to define the meaning of lexical
items by means of the ontology, but we differ in the selection of the ontology which in our case represents
the domain of interest, and in the case of SIMPLE reflects the lexicon model. With the LingInfo model
([11; [2]; [12]) we share the idea that grammatical and context information also needs to be presented in a
connection to the ontology, but we differ in the implementation of the model and the degree of realization
of the concrete language resources and tools. At the end we would like to mention the work on Ontology
Semantics ([11]) which is very similar to our model except that we use existing ontologies like DOLCE
and we allow for an incremental construction of the lexicon.

6 Conclusion

In this paper we presented a further developed model for ontology-to-text relation connecting the concep-
tual information in an ontology to the lexical items and grammatical rules for realization of this information
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in tests. We started with domain ontologies and lexicons and then extended the model and their coverage
to general lexica. The model represents also phenomena like polysemy, metonymy, verbal frames. The
resulting lexicon will ensure better semantic annotation of texts. Our future goals are to implement a system
for automatic word sense disambiguation, metonymy usage discovery. Also, the lexicon together with the
ontology could be used for the creation of domain ontologies and lexicons.
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Non-Technical Computer Thesaurus versus Specialized Computer
Thesaurus

Dr. Olena Siruk
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Abstract. This paper is devoted to a comparative analysis of the Computer Thesaurus of Ukrainian
Verbs and the Specialized Thesaurus of Computer Ideography. These two dictionaries are represen-
tative examples of a general language (non-technical) computer thesaurus and a specialized computer
thesaurus. We focus our attention on the entries of each thesaurus, its macrostructure, microstructure,
compilation and use.

1 Introduction

One of the most important tasks of modern lexicography is the design of dictionaries that would satisfy the
exigent demand of today’s information-aware society for systematized linguistic information at the level
of world standards. As a consequence, thesauri attract the special attention of specialists as dictionaries
which not only inventory but also systematize lexical units within the limits of the required linguistic
subsystem. The level of development of information technologies in Ukraine allows, and the users’ neces-
sities require, concentration on the development of computer thesauri of different types: non-technical as
well as specialized terminological thesauri. This work is conducted by the employees of the Laboratory
for Computational Linguistics of the Institute of Philology (Kyiv National Taras Shevchenko University)
within the framework of scientific research dedicated to formalization in linguistics [2: 3—10; 4: 84-87].

For want of Ukrainian ideographical dictionaries (not only computer but also paper ones), and also
because of the current state of lexicographic research, virtually no work has been done so far on developing
the terminology of such a ‘young’ linguistic industry as computer ideography. This is why, during the
composition of the Computer Thesaurus of Ukrainian as a dictionary which would satisfy the necessity
of Ukrainian lexicography in non-technical computer thesauri at least to some extent, the terms of this
linguistic area had to be defined and systematized. For the purposes of both projects a review of the
literature of linguistic semantics and lexicography was performed, and ready-made linguistic products
available in libraries and on the Internet (15 paper thesauri and more than 50 computer thesauri) were
also analysed.

The Computer Thesaurus of Ukrainian Verbs and the Specialized Thesaurus of Computer Ideo-
graphy are examples of computer ideographical dictionaries with different thematic orientation (non-
technical and specialized thesauri, respectively). The thematic orientation of an ideographical dictionary is
one of its principal characteristics, affecting its composition, structure, design features and use.

2 Non-technical thesauri

Non-technical thesauri, as primarily non-alphabetical dictionaries which reflect systematic semantic re-
lations between units explicitly, represent the vocabulary of the entire language and, as a rule, are vo-
luminous (for example, the computerized Roget Thesaurus, Merriam—Webster Online Thesaurus, Visual
Thesaurus, CARMEN, SWD, EuroWordNet, BalkaNet, RussNet etc.). A non-technical thesaurus of the
order of thousands of words and expressions counts as concise. Specialized dictionaries or dictionaries
of sublanguages represent terminological systems of individual branches of science. Here we may name
such computer systems as NASA Thesaurus of aeronautics (NASA Thesaurus), Agricultural Thesaurus
(AGROVOC), Thesaurus of archaeological objects (Archaeological Objects Thesaurus), The Astronomy
Thesaurus, Bioethics Thesaurus, Cambridge Life Sciences Thesaurus (Cambridge Scientific Abstracts),
Thesaurus of biology of animals (Tesauro ICYT de biologia animal (CINDOC)), INFODATA Thesaurus of
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information and documentation (INFODATA. Thesaurus fiir den Bereich der Information und Dokumen-
tation), POPIN Thesaurus (Population Multilingual Thesaurus), dictionary and thesaurus of military ter-
minology (CALL Dictionary and Thesaurus (US Government)), Thesaurus of the Terminology of Gender
Research by A. Denisova etc. On the Internet such terminological resources are implemented in the form
of dictionaries of concepts and terms with links between them. The fundamental purpose of a dictionary
of this type is to help in the process of information retrieval: the query is expanded on the basis of the
links in the thesaurus, and the navigation based on them facilitates the accurate formulation of the query. A
specialized thesaurus which contains 150-200 units is considered complete.

3 Units of a Thesaurus

The Specialized Thesaurus of Computer Ideography comprises 75 terms. In comparison, in the semantic
field of speech in the Computer Thesaurus of Ukrainian Verbs the verbal lexical-semantic variants alone
number about two thousand. It should be noted that although the Computer Thesaurus of Ukrainian Verbs
and the Specialized Thesaurus of the Computer Ideography are autonomous constituents of larger projects
(namely the Computer Thesaurus of Ukrainian and the Thesaurus of Applied Linguistics), the substantial
difference in the quantity of units in favour of the non-technical thesaurus will remain or even grow due to
the increase of the register of the Computer Thesaurus of Ukrainian by addition of other parts of speech,
in particular nouns, which are substantially more numerous in the language than verbs. The Specialized
Thesaurus cannot count on a considerable increase by verbs due to the nature of its units. The units of
the Specialized Thesaurus of Computer Ideography are characteristic of this kind of dictionary. The terms
are represented by nouns and two- to four-word noun-noun or adjective-noun compounds (N+N, Adj+N,
Adj+Adj+N etc.), also in the form of abbreviations. The overwhelming majority of units only relate to the
indicated area of knowledge (xomn romepnut mesaypyc (KT) ‘computer thesaurus (CT)’, poswuperu
KT ‘extended CT’, memoduxa yxsadanus KT ‘methods of composition of CT’), but there are also terms
shared with other linguistic domains (mesaypyc ‘thesaurus’, ideozpaginnuidi croenux ‘ideographical dic-
tionary’—with lexicography; cemanmuune nose ‘semantic field’, cema ‘seme’, nexcuro-cemarmuyHul
sapianm ‘lexical-semantic variant’, awmonimia ‘antonymy’, 2inowimia ‘hyponymy’, CuHOHIMIA ‘Syn-
onymy’—with lexicology; 6asa danux ‘database’, ainzeicmuuwnui npoyecop ‘linguistic processor’, ain-
2sicmuvwrul anzopumm ‘linguistic algorithm’—with computational linguistics in general). A minority of
terms are united by relations of synonymy as well as subsumption. They mostly denote concepts already
established in the literature, shared with other sections of linguistics (2inepnim ‘hypernym’ and 2ineponim
‘hyperonym’, ideozpadiunuii crosnuxk ‘ideographical dictionary’ and mesaypyc ‘thesaurus’, cemanmau-
wHe noae ‘semantic field’ and aexcuxo-cemanmuune nose ‘lexical-semantic field’, cemma cmpyxmypa
‘structure of semes’ and cemnuii Habip ‘set of semes’, A0po cemanmuurozo noas ‘nucleus of the semantic
field’ and yewmp cemanmuurnozo noas ‘centre of the semantic field’, adepua cema ‘nuclear seme’,
KOHUENMYasvHa cema ‘conceptual seme’ and yenmpaavua cema ‘central seme’).

The fact that a specialized thesaurus is usually restricted to nouns (the part of speech that is prevalent in
terminology) whilst in a non-technical thesaurus practically all parts of speech are represented along with
set expressions (phraseological units and proverbs) is yet another difference between these dictionaries and
it draws attention to the difference between the composition of verbal and nominal vocabulary.

Since significative semantics prevails in the meaning of a verb and verbs belong to the analytical
vocabulary, verbal meaning is not correlated directly with a subject domain but explicates a the relation
between objects [6: 51]. This feature directly influences the method of working with verbal (as opposed to
substantival) material. In light of this for verbs

1. an internal, significative concept selection strategy based on the analysis of meaning is more accept-
able;

2. an inductive approach to ordering lexemes is more adequate;

3. relations based on word-formation type (derivation hyponymy) and valency potential (a basis for
connections between parts of speech) are essential;

4. taxonomy, whole—part relations are irrelevant.
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The experience from working with English, Spanish, German, Russian thesauri on the Internet shows that
verbs are included in the different types of thesauri considerably less often than nouns, and especially
seldom in terminological thesauri.

The basis for the semantic scheme of nouns is the external picture of connections between objects and
phenomena, adopted from objective extralinguistic reality. The categorization of nouns on a denotative
basis is predefined by the categorial nature of nouns, which are predominantly oriented to the reflection of
objective reality [1, 180-181]. Consequently, for a noun

1. external, denotative choice of concepts is characteristic;

2. adeductive approach to structuring the material is mostly applied;

3. word-formation and the valency potential of a noun are not very important for the creation of the
synoptic scheme;

4. whole—part relations are substantial, taxonomy is prevalent.

It is precisely the noun that holds the garland in ideographical dictionaries of different languages with
respect to the development of foreign-language thesauri of any type.

All these characteristics are reflected in the theoretical principles of the dictionary’s construction, which
correlate with the micro- and macrostructure of computer thesaurus, in particular they predetermine the
filling of fields in its entries. Although the general structure of the vocabulary entry for nouns and verbs is
of the same type and consists of three main components (headword and lexemes related to the headword
by interverb/internoun and inter-part-of-speech relations), there is substantial differentiation at a deeper
level. Not only are there verbs connected by relations of synonymy, antonymy and hyponymy (which is
also true of nouns), verbs are also characterized by a high frequency of phonetic variants, a ramified net of
derivational relations based on the semantics of modes of action, a network of relations on the basis of the
valency potential of the verb, and dependence of the structure of the vocabulary entry on the derivational
structure of the verb (i.e., on whether it is derived or not).

The fact that a specialized thesaurus is based on the dominant scientific conception, whereas the
synoptic scheme of a non-technical thesaurus is constructed under the influence of ideological and world-
view factors, constitutes another substantial difference between the dictionaries. As previously noted, there
are differences of principle in the character of the lexical material presented in these dictionaries. This
implies that the reflection of the lexical system in a specialized thesaurus is predetermined by external
circumstances, by the term system of the described domain, whereas a non-technical thesaurus chiefly
models the semantic system of the language, putting aside the linguistic picture of the world.

Jury Karaulov endeavours to find the intersection of the construction principles of non-technical the-
sauri and the design rules of specialized thesauri for information storage and retrieval [3]. Both types have
certain common, analogous and uniting features:

1. both dictionaries represent more or less completely the relations between units;

2. both dictionaries either have an explicit synoptic scheme, that is a division of the universe into thematic
classes, or such a scheme is present implicitly;

3. the rubric (a class of synonymous words in non-technical thesauri and a descriptor article in specialized
thesauri) serves as interpretation, or as context, in both dictionaries;

4. there are cross-references between entries in both dictionaries.

The features of the lexical semantics of verbs conditions the difference between an ideographical dictionary
of nouns and an analogous dictionary of verbs with respect to the organization of its external structure
(macrostructure), in the methods of display and description of the lexical categorization of nouns. Verbs
have been categorized primarily on a semantic basis, using the method of component analysis and stepwise
identification of verbal meanings.

4 Macrostructure of thesauri

The interface of the Specialized Thesaurus of Computer Ideography have two windows. In the left-hand
window is the permutation index of the dictionary. It has the form of a tree of terms whose the levels can be
expanded if there is a ‘+’ mark on the left. The zeroth level of the specialized thesaurus is represented by
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the term xomn tomepua sexcurxozpadis ‘computer lexicography’, hyperonym of the concept of the first
level xomn tomepna ideozpaghia ‘computer ideography’. The second level contains 4 concepts: odunuyi
KT ‘units of CT’, gionowenns miorc odunuysmu KT ‘relations between units of CT’, xomn romeprui
mesaypyc ‘computer thesaurus’ and yxaadanns KT ‘CT design’, which contain 5, 8, 10 and 6 terms
of the third level respectively. The maximal depth of the hierarchies in the Specialized Thesaurus of
Computer Ideography is six intervals, and in the Computer Thesaurus of Ukrainian verbs it is seven,
which corresponds to the conventional constant of depth of any thesaurus [3, 186—187]. The entries of
both thesauri are in a thematic-alphabetical order.

5 Microstructure of thesauri

An entry of the Specialized Thesaurus of Computer Ideography consists of a head term, located in the
window on the left, and a definition. To find the definition of a required term one has to select it with
the mouse and push the button ‘Tiymatenns’ (‘Interpretation’). Thereupon some text will appear in a
window on the right. The definition mostly consists of a hyperonym specified by differentiating semes
(Bazamomosnuts KT — xomn’tomepnuti me3aypyc, opienmosanut Ha i0eozpadivny cmpyxmypy
o00novacto dexinvkor moe ‘Multilingual CT: a computer thesaurus oriented simultaneously to the ideo-
graphical structure of several languages’), but can also be more extended, approaching an encyclopaedic
definition, when characterizing a concept (Komn romepnut mesaypyc (KT) — npedcmasaenut 3a do-
noM0o2010 Komn tomepa ideozpadivnull croskuk. 110 yum mepminom o0’ ednyromubes Komn omepha
eepcia mesaypyca ma saacke xKomn romepruld meszaypyc. KT moorce bymu 3a2a4bHOMOSHUM aDO
CNEYLANIZ08aHUM (30 MEMATMUYHON CIPAMOBAHICTINO), 00HOMOBHUM WU 6A2AMOMOBHUM (30 MOBOIO
BUKOHAHHA), MIHIMAADHUM a00 po3wupenum (3a nosnomoro eukaady). Okxpemum eudom KT e
asmopcorull komn romepruti mesaypyc. Jocaidoncennam KT satimaemoves xomn tomepha ideozpa-
¢pin ‘Computer Thesaurus (CT): an ideographical dictionary presented with the aid of a computer. This
term subsumes computer versions of thesauri and computer thesauri proper. A CT can be general or
specialized (by its thematic orientation), unilingual or multilingual (by its language of implementation),
minimal or extended (by the completeness of its exposition). A separate type of CT is the author computer
thesaurus. The research of CT is a topic within Computer Ideography’). The semantization of the headword
in the Computer Thesaurus of Ukrainian Verbs is performed through a definition from the 11-volume
explanatory dictionary of Ukrainian. If the definition is a logical explanation of the concept, a statement of
its content and distinctive features as is characteristic of encyclopaedic and terminological dictionaries, the
interpretation exposes/reveals the meaning of the linguistic unit from the point of view of the naive picture
of the world. The dictionary entry of the Computer Thesaurus of Ukrainian Verbs is set up in a separate
window. It can be either only verbal (simple) or broadened, as a result of the integration of the verbal
part of CT into the Computer Thesaurus of Ukrainian, by the relationships of the verb with substantival,
adjectival (participial) and adverbial (gerundial) vocabulary (extended). Such relations appear on the basis

CLINY3 9 ¢ G G

of the existence of additional semes: “actor”, “instrument of action”, “product of action”, “process”, “place
of action”, “reified action, abstraction”, “one characterized by the action”, “in accordance with the qualities
of the action”. Fig. 1 shows the extended vocabulary entry of the verb 6a3ixamu ‘jabber’, where apart from
the interverbal relations represented by the hyperonym sumosasamu ‘pronounce’, 9 synonyms (recmu,
8€P3MU, 8APHAKAMU, NPOCMOPIKYEAMU, AANGMU, MOPOYUMU, TAECKAMU, MOAOMUY, Namaramy) and
2 verbs denoting modes of action (the cumulative nabasixamu and the supercompletive dobasixamucs)
one can see the relations between the verb and nouns (1 ‘actor’ 6a3ixa ‘chatterer’ and 1 ‘process’ 6a-
3ikanma ‘jabber’) highlighted by a red background, and between the verb and a participle (1 ‘attribute’
baraxywut ‘talkative’) marked by a green background.

The basic form of presentation of both Thesauri is on the computer. There are databases in Mi-
crosoft Access format and a program written in C#. The Specialized Thesaurus of Computer Ideography
exists in parallel on paper and online, on the pages of the Linguistic portal of MOVA.info in the section
‘Dictionaries’ http://www.mova.info/toc.asp?PP=16&tocPath=1.

The advantages of computerizing thesauri can be seen in such areas as sorting material in a database (a
computer dictionary is an open system: a database can be augmented and edited, a paper version cannot),
the speed of the work with the dictionary (thanks to the multiple entrances, especially to the search system,



Non-Technical Computer Thesaurus versus Specialized Computer Thesaurus 181

Bazikam ‘I
1. roeopuTH Garato, Ge32MICTOBHO, NPO WOCE HEICTOTHE, HE BE3pTe YEarM

NnepoHim EWMOENATH

CAHOHIM 3 necru® | eeprru®, eaprawatn® | npocropikyeati®, nanatm®, ropouwme®

nnzckatH ™, monotn™ , natakatm ®

KEymynatue ! Habazikatk®

Hanzaeepwena aAcBazikatiea ®

Aja I

4 e

Aia- 1 Gazika

Mpouec 1 BazikaHHa ™

ATRHBYT 1 Ganamymia T

2. poze NIALAEATH POIronNOCoE
NnepoHimM POIronNoWYESTH

Fig. 1. An extended vocabulary entry.

cross-references in definitions and the possibility to complete and edit the database) and the integration of
the product into a network of linguistic software (peculiar to computer dictionaries).

6 Search system

Computer thesauri have two entrances: for a synoptic scheme (permutation index) and system of search
for a lexeme and its parts, which substantially simplifies and speeds up the work. Apart from this, the def-
initions of the Specialized Thesaurus of Computer Ideography contain italicized cross-references to terms
they use (¥Ykanamanaa KT — mponec crBopernss KT, abo po3pobnenust maxpocmpysmypu KT.
CkiaiaeThest 3 TPhOX OCHOBHWX 3aB/IaHb: CTBOPEHHST 03U JAHUZL, AeKCUKo2padiunozo npoyecopa
Ta BUPOO/IeHHST (DOPMATY CA08HUK080i cmammi, abo mixpocmpykmypu KT ‘Composition of CT:
the process of creation of CT, or of development of the CT’s macrostructure. Consists of three basic tasks:
creation of a database, a lexicographic processor and developing the format of the dictionary entry or
the CT’s microstructure’), regardless of which concept’s boundaries they are in. In the dictionary entry
of the Computer Thesaurus of Ukrainian Verbs all the semantic variants marked by relations towards the
headword are references to the corresponding articles.

7 Application

The Specialized Thesaurus of Computer Ideography is intended for scholars and students of philology.
It can be used as an information system or for the purposes of education. The Computer Thesaurus of
Ukrainian Verbs has a wider audience: thanks to its specification, it can be used as a multi-level information
system and as a base for further linguistic research. Due to the possibility of integration into a network of
linguistic software, the Computer Thesaurus of Ukrainian Verbs was used, together with a package of
additional utilities, for the analysis of the features of the style of the distinguished Ukrainian writers Lina
Kostenko and Vasyl Stus [5: 246-251].

Experience with the analysis of lexicographic materials and a significant number of ideographical
dictionaries on the Internet enabled us to 1) systematize the terminology of computer ideography in the
form of a Specialized Thesaurus of Computer Ideography; 2) develop a formalized method of composition
of the non-technical Computer Thesaurus of Ukrainian Verbs as an information and research system. The
comprehensive comparison of these dictionaries as examples of a non-technical and a specialized thesaurus
can find a place in lectures, advanced courses and specialized seminars on the problems of creating com-
puter dictionaries and the formalization of lexical semantics and on the whole will be advantageous both
for philologists, in particular practising lexicographers, and for general users.
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Ces bases de données auront le francais comme pivot de 1’outil (bases de données langue étrangere —
francais, puis frangais — langue étrangere) mais aussi comme langue d’interface homme — machine. Il est
appréciable pour le monde francophone d’avoir la confrontation simultanée de plusieurs langues face au
francais (plutdt qu’a 1’anglais, ce qui est relativement fréquent).

Elles seront construites avec le souci constant du multilingue et méme celui du traitement de langues
individuelles dans une visée multilingue (nous développons des travaux sur 1’enseignement des langues
par groupes linguistiques — essentiellement, pour le moment, pour les langues slaves de 1’Ouest, mais
I’appréhension d’une langue comme le berbere ne peut se faire que dans le cadre d’études plurielles sur les
différents parlers).

1 LEXIQUE TCHEQUE

Lexie zarucovat

! GENERALITES | LEXIQUE | DERIVATION VERBALE | PARADIEMES SUBSTANTIVAUX DERIVATION NON VERBALE LI

Les bases de données élaborées auront de maniére essentielle une structure commune, constituée de
plusieurs composantes importantes:

1. Informations générales

Elles seront données dans une classification a partir des mots, mais étant donnée la présence de langues
chamito-sémitiques, la structure donnera la possibilité simultanée de fournir un classement par racines.
Quelle que soit la langue, y compris indo-européenne, la production de lexiques et de dictionnaires classés
aussi par racines est bienvenue. A ces fins, les informations générales présenteront un découpage
morphématique qui permettra de mieux définir la racine et ses variantes.



184

Seront aussi données des informations sur le statut éventuel d’emprunt (si oui, a quelle langue) ou de
néologie ainsi que sur une éventuelle composition. Des indications sur le champ terminologique

Patrice Pognan

éventuellement concerné permettront de produire des lexiques spécialisés.

Pour chaque entrée, la base de données calcule immédiatement la forme inversée du mot pour la
construction d’un dictionnaire rétrograde (« a tergo ») trés utile dans 1’étude des marques de catégories
lexicales et des éléments fonctionnels (suffixations de langues agglutinantes, désinences de langues a

flexion externe).

1

LEXIQUE TCHEQUE

Lexie zaruGovat

GENERALITES! LEXIOUE | DERIVATION VERBALE || PARADIEMES SUBSTANTIVAUX | DERIVATION NON VERBALE  FLI

mot

zarucovat

dérivation verbo-nominale emprunt [~ emprunt de néologie ™
honétiques API 9

P {q technolectes et champs sémantigues
phont phon3 technolecte
phon2 phon4 P |[Mumé 2Lz ovat
racine(s) racine-mére RUK Champ sémantique
racine RyC W Jintite] R el LU Lgl

L s Ss-champsémantique 2
1. racine verbo-nominale P 10 0 R
1.1 Vsimple 12 Vdérive ~ Ss-champ sémantique 2

¥ |iadits] Rué
1.2, |1 3verho-nominal racines filles ss-champ semantique 4
2. racine nominale Enr: (14 1 (W) T D st
lécomy. /! q za—RuC—ov-at
composition lien 1-2 lien 2-3 lien 3-4 lien 45 lien 5-6

composeé-1 p 2 ® 3 comp 4 composé-5 composé-b

sensl

sens2

sensh

sensh

2. Structuration lexicale

C’est une structure qui permet essentiellement la production de dictionnaires. Nous devons prévoir une
structure de la base de données telle qu’elle enregistre toutes les catégories lexicales d’un mot donné, puis
toutes les significations possibles pour une catégorie lexicale d’un mot. Chacune de ces significations doit
pouvoir englober d’autres tables: celle des exemples avec les traductions, y compris mot a mot, celle des

synonymes, celle des antonymes, ... suivant I’organisation donnée ci-apres :
1. mot et racine afférente

2. catégorie lexicale (un méme mot peut en avoir plusieurs)

3. significations (il peut y en avoir plusieurs par catégorie lexicale)

4.

B

exemples (avec les traductions) par signification
. cadre verbal syntaxico-sémantique (par catégorie lexicale — signification)
. synonymie (par catégorie lexicale — signification)

. synonymie floue ou analogie (par catégorie lexicale — signification)
. antonymie (par catégorie lexicale — signification)
. hyperonymie (par catégorie lexicale — signification)
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LEXIQUE TCHEQUE

Lexie zaruCovat

GENERALITES | LEXIOUE | DERIVATION VERBALE  PARADIGMES SUBSTANTIVAUX | DERIVATION NON VERBALE | FLI

Piocédute de reamersement  ¥| 7 lexie zaruZovat n* 1

thine garant francais garantir

Enr: [14] R S

1 Classe verbe v
b1 i tandard
Mo sens n°® | type d'exemple s
exemple zaru€ovat svobodu tisku zdakonem
[ 2. e 1 exp. obl.
Fonctewr ACT M actant trad. littérale garantir la liberté de la presse par la
loi
formes 1 traduction garantir Iégalement la liberté de la
Enr: (1] T k] s 4 [EEEEE
réfléchi: cord, pass e (19 0T ar 3
réciproque: ACT-ADDR classe:
sens garantir, assurer, se porter garant de
deéfinition } [antonyme } |hyperonyme
roduto] haduta)
Enr: [14] Tk D] sur Enr: (14] LN C T
définition ¥ |synonyme zajistovat ¥ lvoir aussi
francaise 1 haduta)
Enr: T )0k sz Enr: (1] 1 ] sur

Envv: (4] « [ 1 (K st

[enr: (0 « [ 1 OO0 sur 1
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Les études de syntaxe profonde seront menées en coopération avec nos partenaires tcheéques a I’aide du
dictionnaire de valences lexicales (Vallex), résultat de longues recherches sur la division théme-rheéme,
I’ordre systémique et le cadre verbal.

rang | mcatsens | fonct-nurm foncteur exposant formes | actant
1 zaruovatyvel |1 ACT akl. 1
2 zarubovatv-1 | 2 ADDR opt.
3 zarutovat-v-1 3 PAT okl 4, "zda","ze", cont
4 zarutovaty-1 | 4 MEANS typ. 7 O
1 Classe verbe j v 1 Classe verbe j y
4
1 sensn® { Mo sens n’ 1
LI n° 1 exp. obl. j boc 2 exp. opt. j
Fonctew ACT ¥ actant Foctewwr ADDR ¥ actant
formes 1 formes 3
Enr: 4] 4| U b o ]r] sur 4 Er: 14 4] 2 b [vn vk sur 4
refflechi: cor3, pass refllechi: cor3, pass
réciproque: ACT-ADDR. réciprogue: ACT-ADDR
sens garantir, assurer, se porter garant de sens garantir, assurer, se porter garant de
1 Classe verbe o ow U Classe verbe -
Mo sens n° 1 Mo sens n® 1
ooz n° 3 exp. obl. j Mo o & ESCR ViR j
Fonctewr PAT M actant Fonctewr M{EANS I actant
formes 4, "zda","Ze", cont formes 7
Er: | [T 3 o lrile#|sr 4 E'”“'—I—IH.‘ 47> b vk sur 4
réfilechi: cor3, pass frelllEclitt - GO, s
réciproque: ACT-ADDR et YCT=AIDIDR
sens garantir, assurer, se porter garant de sens garantir, assurer, se porter garant de
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3. Renversement de la base

Associée a la structure lexicale, nous avons développé une procédure simple de renversement de la base.
Cette procédure permet de construire une nouvelle base de données francais — langue étrangere qui
contient tout le matériau lexical et grammatical de la base langue étrangere — frangais. Cette procédure
assure la quasi équivalence de la masse lexicale dans les deux bases de données et donc des deux
dictionnaires bilingues qui en découlent.

La nouvelle base de données frangais — langue étrangere doit répondre a la conception que 1’on se fait
d’un tel dictionnaire a I’'usage de francophones. Il est donc nécessaire de construire la structure adéquate et
de reconstruire le dictionnaire correspondant. Le fait de pouvoir puiser dans une (ou des) table(s)
englobée(s) dans la base de données accélere de maniere sensible la construction du dictionnaire frangais —
langue étrangere. Cette procédure sera présente sur toutes les bases de données. Nous 1’avons testé sur un
modele ancien de base de données slovaque — francais pour créer le modele frangais — slovaque (contrat
Lingua IT — ALPCU — Découvrir et pratiquer le slovaque, 2007). La dissymétrie entre les deux lexiques a
été tres nette: sur la base du lexique slovaque — frangais qui avait 1200 entrées, nous avons obtenu un
lexique frangais — slovaque qui n’en avait plus que 1000.

4. Composantes flexionnelles

Elles seront toutes assurées par des tables secondaires imbriquées dans la table principale. Elles permet-
tront la production d’ouvrages utiles, par exemple de conjugaison du type « 201 / 301 ... verbes x ». Les
tables proposées sont :

- table de conjugaison

- table de déclinaison des substantifs

- selon les cas, éventuellement table de déclinaison des adjectifs.

Les langues étudiées, et particulierement les langues slaves de 1’Ouest, sont hautement flexionnelles et
il serait fastidieux, voire impossible de renseigner ces tables annexes concernant la flexion (conjugaison,
flexion des substantifs et, éventuellement, des adjectifs) si nous ne faisions pas appel a une composante de
génération automatique des formes régulieres.

Cela signifie la définition et la réalisation d’une véritable composante de génération automatique de
formes pour I’intégralité d’une langue. Il convient donc, dans ce cadre, de réviser et définir précisément
tous les paradigmes flexionnels qui peuvent répondre des générations régulieres. L’opération de
génération automatique est simplifiée grace a un ordre de circulation dans la base de données tel que, lors
du déclenchement de 1’opération de génération des formes, il y ait une consultation automatique de
champs préalablement renseignés comme par exemple I’indication d’un paradigme de flexion. Les champs
flexionnels sont laissés accessibles de maniere a ce que d’éventuelles erreurs de génération puissent €tre
corrigées manuellement. L’idiosyncrasie, en particulier au niveau de verbes ou de substantifs hautement
irréguliers, ne sera pas générée automatiquement, mais laissée au soin du constructeur de la base.

La sous-classe des verbes tcheéques terminés en -ovat (3éme classe, 2¢me sous-classe), qui est
parfaitement réguliere tant dans les formes personnelles qu’au niveau des participes, des gérondifs et des
adjectifs qui en découlent, nous a servi de banc d’essai pour tester la faisabilité. Les opérations
flexionnelles pouvant atteindre une complexité certaine, nous emploierons un langage de programmation
adéquat pour le faire.
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1

Lexie zarucovat

LEXIQUE TCHEQUE

GENERALITES | LEXIOUE | DERIVATION VERBALE | PARADIEMES SUBSTANTIVAUX | DERIVATION NON VERBALE | FL1

g Tassification [Il-2 - kupaovat infinitif zarucovat racine RuC aspect ipf
série verticale aspect 1 aspect 2
série transversale aspect 1 zaruéovat ipf aspect 2 zarucit pf aspect 3
aspect 4 aspect 5 aspect 6
» 1 zaruéovat
présent |imparfait | aoriste || participe passé actif | passé composé | plus que parfait | conditionnel || impératf  formes mmpersom
passé composé  masculin animé asculin inanimé fémini .
maseulin b o e Pner Al masculn manmane L LLIILITLN neutre
1 zaruoval jsem zarugoval jsem zaruBovala jsem zaruZovalo jsem
2 zaruGoval jsi g 1 zaruboval jsi Iy zaruGovaia jsi G zaruGovalo jsi
3 zarugoval zarudoval zaruGovala zarugovalo
L [ [ | |
i I D/ ul E Ll
I I I [ [
1 zaruovali jsme zarugovaly jsme zaruovaly jsme zarudovala jsme
2 zaruGovali jste P L zaruéovaly jste U zarutovaly jste R zaruéovala jste
3 zarutovali zaruéovaly zarutovaly zaruéovala
Enr: [14] L ETR
3 ~
LEXIQUE SLOVENE

Lexie dan

classe lexicale substantif

comparatif

P| 2 dan

singulier - ednina

genre m. inanimé

comparatif composé

modele de flexion

superlatif

Sexion substantivale

duel - dvojina

GENERALITES LEXIOUE | VERBES| PARADIGMES SUBSTANTIVAUX || SUBSTANTHS| ADJECTIFS  LANGUES SLAVES

valeur particuliére

superlatif composé

pluriel - InoZina

flexion
imenovalnik 1: N dan |
rodilmik 2: G dne { dneva

dajalnil 3: D dnevu

flexion
imenovalmik 1: N dneva
rodimik 2: G dni

dajalnil 3: D dnevoma

tozilnik 4: A dan

mestmik 6: L dnevu
ovoduik 7 dnem /dnevom |

EAEN e 0 T

(oZilik %A onifdneva |

mestnik 6: L dneh / dnevih
oroduik  7:1 dnevoma |

Nous présenterons deux exemples de complexité de flexion:

Le premier concerne la génération de la forme masculine animée au nominatif pluriel des adjectifs durs
ot la désinence molle en « —{ » provoque la palatalisation (mutation faisant passer une consonne dure a la
consonne molle correspondante) de la derniere consonne ou du dernier groupe consonantique du radical :
« prazsky doktor » (un docteur pragois) devient au nominatif pluriel « prazsti doktofi », ce qui met en
évidence I’alternance « sk » / « §f » avec une regle de réécriture du dernier segment en « St » devant « — ».

Le second exemple est nettement plus complexe: il concerne la génération du génitif pluriel des
féminins et neutres durs. Ces formes ont une désinence « zéro ». Lorsque le radical du mot se termine par
un groupe de consonnes (c’est-a-dire au moins deux), il faut calculer s’il est nécessaire d’insérer un « e »
intercalaire « épenthétique ». Nous avons pu établir un ensemble de 4 régles qui permet ce calcul. L’une
d’entre elles est le caractere étranger du mot qui interdit I’insertion, ce qui veut dire qu’il faut trouver les

criteres qui marquent I’emprunt.

flexion
ilenovalnik 1: N dnevi
rodilnik 2Gdni |
dajalnik 3: D dnem / dnevom

tozilnik 4: A dnif dneve

mestmik 6: L dneh / dnevih
orodnik 7:1 dnemi / dnevi
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C’est un ensemble de 12 sous-modules du module « reconnaissance des emprunts », présenté
précédemment, qu’il faut intégrer dans le module de flexion. A leur tour, certains de ces sous-modules
requierent la présence d’une composante de phonologie historique. Ainsi, un mot tel que « embargo » sera
reconnu comme étranger d’abord par la présence de « g », puis du « e » en téte de mot et enfin par la trace
de la nasale francaise en « emb » et la procédure de reconnaissance des emprunts communiquera a la
procédure de flexion une qualité d’emprunt, ce qui interdira I’insertion d’un « e ».

A partir du programme qui sera mis en place dans la base de données (en particulier pour le tcheque),
nous aurons la possibilité d’obtenir une composante de génération flexionnelle parfaitement autonome et
réutilisable dans la construction de systemes de TAL.

Remarquons que le cumul des formes calculées dans ces tables permet d’obtenir un dictionnaire de
formes d’une langue, ce qui trouve de nombreuses applications en TAL.

5. Composantes « sciences classificatoires »

Lorsque I’entrée est un mot qui appartient 2 un domaine de sciences avec une tradition classificatoire, en
particulier des sciences de la vie (p. ex. zoologie, botanique, mycologie), des sciences de la terre ou de la
chimie, cette entrée sera également décrite dans le cadre approprié de sa discipline a I’aide de tables
annexes spécialisées.

En sciences de la vie, la table annexe présentera, a coté du report de 1’entrée, la nomenclature
appropriée (bindme de Linné), les désignations populaires et I’ensemble des termes de la classification en
latin (la langue de référence dans cette table), en frangais et dans la langue étrangere étudiée. En zoologie,
un cours bilingue tchéque — francais professé pendant 6 ans nous donne déja une part du matériau
nécessaire.

6. Composante « onomastique »

Initiée par le congrés « Primer Col-loqui Internacional sobre la Toponimia Amaziga » a Barcelone en
2008, elle sera définie et réalisée en relation avec plusieurs organismes. Sa définition est en cours de test
dans le prototype berbere. Elle sera ensuite implantée dans le prototype général et dans toutes les bases
dérivées.

7. Composante multilingue

Dans le cas des langues slaves de 1’Ouest qui nous sert de référence pour ces travaux, la prise en compte
de I’évolution historique de la phonologie permet une radiographie tres précise des lexiques des langues
concernées Elle permet de percevoir nettement les phénomenes de distanciation progressive des langues
d’un méme groupe entre elles et de pouvoir en extraire des éléments déterminants d’un apprentissage
global du groupe de langues. Les faits de phonologie historique mis en évidence sont d’une grande
importance pour 1’analyse automatique de 1’état synchronique d’une langue.
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» 2 dan
slovene tcheque slovaque russe
dan den den AeHb
SEnNs
coniraction r r r r
métathése I I I r
jers mou a e e mou e
masales
zih
T Iou
ale wi
depalatalisation1 [ r r |—
depalatalisation 2 ¥ fi s n M fwn r [
o
0
coniraction ie
ai
mouillure x2 e [ il el ilC el ilC el il

Dans tous les cas, la base de données doit structurer la configuration la plus étendue du systeme
linguistique. Chaque langue est ensuite définie et enregistrée dans un ensemble égal ou inférieur a celui du
systeme. Cette démarche permet d’assimiler le systéme linguistique global, les limites particulieres de
chacune des langues du groupe et les phénomenes linguistiques diachroniques ou synchroniques qui
déterminent la variation lexicale. Il nous semble que, menée a terme, une telle démarche est susceptible
d’engendrer des moyens d’apprentissage d’un groupe de langues en évitant les phénomenes de confusion
qui parsement les apprentissages successifs sans lien les uns avec les autres.

8. Etat du projet

Issus d’un prototype général, les prototypes de base de données pour le tcheque et le slovaque sont préts,
en dehors de la composante de génération automatique seulement testée. Sur la base du tchéque seront
dupliquées les bases de données pour le polonais, le haut-sorabe et le bas sorabe, le slovene (le choix des
paradigmes de déclinaison et de conjugaison n'est pas terminé) et le russe.

Signalons que le méme prototype de base de données débouche sur la réalisation de bases de données
pour le berbere tachelhit (chleuh) et le berbere tamazight (Maroc central) avec un trés gros projet, en cours
de réalisation, liant traitement automatique et bases de données et portant sur le dictionnaire raisonné
berbere — frangais de Miloud Taifi (pres de 7200 racines).
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