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Opening Speech
Ladies and gentlemen,

I almost feel like saying that Slovko has come to Bratislava once more. In the
beginning, as we all well know, was Slovo — the Word. Slovko — an event that has
quickly become a tradition — can be viewed as its more familiar continuation here
in Bratislava. While our inaugural linguistics conference, held in 2001, focused
solely on the languages of the former Czechoslovakia (i.e. the proceedings of this
conference, edited by Alexandra JaroSova, were entitled Computer Processing
of the Slovak and Czech languages), the subsequent meeting was enhanced by
other languages and, as a glance at the programme suggests, this trend is being
maintained.

For some time now, the purpose of the conference has been not only to
meet the need for mutual acquaintance and briefing with regard to each other’s
findings. It is also that Slovakia has succeeded in creating for itself favourable
conditions within corpus and computer linguistics; Slovak linguists have made
a successful entry into the international framework of these branches and have
contributed to their development, so that their results — I trust you will not
find my words too immodest — can be treated as substantive. My claim is to be
confirmed by our scientific meeting, which holds out the promise of extremely
interesting papers and discussions. I hope that I will not be divulging an official
secret by saying that the outcomes and the work itself of the Slovak National
Corpus team have not gone unnoticed by the higher authorities, who have de-
cided to award them the prestigious Science and Technology Prize. The team
are to receive their award from the Minister of Education of the Slovak Republic
tomorrow evening.

On behalf of the Ludovit Stir Institute of Linguistics of the Slovak Academy
of Sciences, I wish you a stimulating discussion and I hope that you will find our
“Central European” conference pleasant and fruitful. Now, it is my privilege to
declare Slovko 2005 officially open.

Bratislava, November 8" 2005

Slavomir Ondrejovié¢
Director, Ludovit Star Institute of Linguistics






The Role of Online Glossaries in Translating
Investment Banking Terminology

Magdalena Bielenia

University of Gdarisk, Institute of English,
angmb@univ.gda.pl

Abstract. The aim of this paper is to show how three areas of study, such as
computers, investment banking and translation are interrelated in our times.
Hence, the brief characteristics of each domain is discussed, taking into
consideration the features which determine the way investment banking terms are
rendered into Polish. The topic of translating investment banking vocabulary has
been of the author’s interest for many years. However, due to the limits of this
presentation, only the role of online glossaries in providing the reader with the
target equivalent is presented.

Our discussion on translating investment vocabulary in the era of computers should be
commenced with a brief explanation of the term investment banking. Although the first
traces of investment banking date back to ancient times, both the term and the concept
as such are quite new in modern economics. What should be stressed, however, is the
diversity of what can belong to the area of investment banking. Let me quote some
definitions to present this multifaceted phenomenon in a greater detail. The explanation
of the term provided by Business.gov — the official business link to the US.
Government — goes as follows: “Businesses specializing in the formation of capital.
This is done by outright purchase and sale of securities offered by the issuer, standby
underwriting, or “best efforts selling”.

As the purpose of the article is to discuss the role of investment banking and its
terminology in Polish we will quote Polish scholars and their perception of the concept.
According to Walkiewicz (11-12), there are many ways to define investment banking.
The first method is to treat it as all the activities of the companies on the financial
market. Others perceive investment banks as institutions which activities are connected
with financial market, thus this point of view concentrates entirely on financial and
capital market activities. As far as the third scope of interest is concerned, investments
banks offer such services as underwriting, private placement, organizing mergers &
acquisitions and corporate finance. In the fourth definition, investment banking is
connected only with underwriting and private placement. The way we perceive
investment banking is also dependant on the model of banking itself. As it is discussed
by Pomorska (147), investment banking in Poland is rather similar to the continental
model, i.e. the model popular in most countries of Western Europe. Contrary to the
American Model, the modern bank in Europe, apart from offering deposits and credits
can also take care of customers’ financial resources by selling different investment
products. With Poland in the EU, this model was also adopted by our country before the
transformation process in order to abide by the rules of the community. Our banking
law allows one to set up specialist banks. It should also be stressed that, according to
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the Banking Law in Transition, Poland belongs to a group of countries with high
compliance with international standards. Hence, Polish investment banking, although
still different from the western concept, meets the requirements of international
banking associations. The next issue which bears responsibility for the vague
boundaries of the term investment banking is the lack of Polish investment banking law
as such. The institutions and products are supervised in the following regulations: the
Banking Law, the Bond Law or the Law on Public Trading in Securities of Aug. 21,
1997, the Warsaw Stock Exchange Statutes, to mention just a few.

However, the difficulty for investment banking in Poland is not connected entirely
with the impreciseness of its definition. The more outstanding reason for the problem in
comprehending its goals is the novelty of services and products offered by investment
banks. For example, the Warsaw Stock Exchange was absent on the financial market for
many years and started to operate again in 1991. Other banking products appeared in
the late nineteen nineties, whereas many of them are still undergoing the process of
implementation. The emergence of investment banking in Poland during the twilight
years of the twentieth century is connected with the change of the system in Poland,
namely for the market-driven economy. As Kwieciriski (96) says, “In 1989, Poland has
embarked on a rapid sociocultural transformation away from authoritarian statism
towards liberal-democratic capitalism. Major social, cultural and political tendencies of
this transformation that are characteristic of the post-communist Central European
countries at large may be listed as follows: (1) the emergence and growth of market
economy to replace command economy; (2) the growth of the private sector and of the
middle class; (3) the emergence of a constitutional, lawful state; (4) the growth of
democratic institutions, (5) a new definition of the national community; (6) growing
discrepancies in the distribution of wealth”. Due to the mentioned above change, after
1989 new institutions connected with banking, financial and investment services started
to be available for Poles. As a result, many new investment products began their
existence on the Polish market. Being a new phenomenon, investment banking was
offered exclusively by the multinational leviathans of banking and financial sector.
Thus, there was a need to translate the names of products for the Polish receivers.
Foreign websites and product information as well as leaflets required Polish versions
immediately. Hence, an immense task was set for the translators to render requested
materials quickly and precisely. As has been stated above, both the terms and the
concepts themselves were not known in the Polish reality and thus they were absent
both in the Polish terminology as well as in people’s mental lexicon. It was the
translators’s task to find the right equivalent or coin one in the case of its absence.

To digress, the same situation can be observed with other nations which have faced
the change of systems in their countries. Let me concentrate on the neighboring ones.
The role of English in shaping the current banking activity in Lithuania is discussed by
Marina and Suchanova. As they (10) say, “the revival of economic and business
contacts with overseas partners demanded good command of new economic terms,
particularly in English as their source language”. Hence, the books and other
educational materials as well as commercial prospects are in the lingua franca of today.
What is more, it is the English text-book which is used for teaching courses in
business. Moreover, several English economic publications like The English Dictionary
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of Economics have also been translated into Lithuanian. As Marina and Suchanova
claim (10), some textbooks have caused some difficulties as they contain economic
words which are unknown in Lithuanian.

Let us now turn to the second aspect of this research- translation studies. However,
for the purpose of the article, we will focus our attention only on aspects connected
with the symbiosis of investment banking, translation and computer science.
Concentrating on Poland we should quote Piotrowska who says that "translation has
been receiving more recognition in Poland recently. Some of the reasons for this
expanding interest reflect the dramatic changes in the international arena of politics and
sociology. Poland opened up its political, economic and cultural doors to the Western
market, mindset and thought. Better and easier access to Western goods and ideas,
economic exchange based on the principles of the free market and free enterprise, also
in the field of publishing, are all landmarks of the new Polish reality”. It should be
stated that before the great transformation it was literature which had gained attention
of the scholars, whereas translation of specific texts (which of course existed) had been
less widespread than the one of literary works. However, with the change of the system
in 1989 and with Poland in the EU the translation of LSP texts is of crucial importance
both for the translators as well as for the theoreticians of translation practice.

The relation between language and economics has been of interest for many years.
As Felber and Budin (67) state, this topic was very popular in 1920 among the scholars
such as Fehr, Messing and Schirmer who used to teach at economic high schools in
Tschechoslovakia. The scientists gathered round the Prague linguistic school opted for
separating the language of economics as a type of functionally structural linguistics.
Thus, the concept of LSP was researched with regard to the functional linguistics of the
language of economics.

The way business and translation are interrelated is nowadays the subject of deep
studies in many companies and scientific organization. For example, a language
translation system for international business communication is worked on by scholars
from Carnegie Mellon University. Their software with the purpose of visual
representation is supposed not only to translate the utterance but also to mimic the
facial expressions of the speaker. The system has a photo of the speaker and studies
how he behaves during speech production, with special attention to the parts near his
eyes and mouth. The scholar Jackie Fenn quotes the studies showing that when we see
somebody speaking we understand him better than when we only listen to his speech.
Hence, this project is very important in intercultural communication where the actual
presence of the speaker is not possible due to physical distance between firms.

Many international companies devote a great deal of time and energy to make their
products worldwide available. Let us choose Laplante (8) and his example of HP to
present how this company, with the use of the mentioned below activities, deals with
the global publishing. The process consists of three parts:

1) Regionalization — “adapting content to a geographic region”

2) Translation — “transforming content from one language to another”

3) Localization — “modifying content to account for differences in distinct
markers, with cultural sensitiveness and legal requirements in mind”.
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All the mentioned elements which are responsible for international success need
translation and computerization in order to be effective. The knowledge about specific
countries must be gathered by a specialist and later stored to be used when needed. The
second element-translation, especially in the case of repetitive elements, is quicker and
more precise when machine translation, translation memory or word benches are used.
As far as localization is concerned, as in the case of regionalization, useful data can be
stored or online databases can be employed to find information on legal system or
cultural differences. Let us discuss briefly how some computer tools can help in doing
business internationally by effective and precise translation adjusted to the needs of the
target audience. Translation demand plays an important role in the quality of
translation. Hutchins distinguishes four types of translation demand as far as MT and
translation tools are concerned. The first one comprises texts which should be of
publishable quality, no matter whether they will be printed and sold or will just circle
around in the company. In the second group we have less demanded people, mainly
users who only intent to understand the content of the message for their own purpose as
quickly as they can thus the quality can be lower. The third group consists of one-to-one
communication (via telephone or written type) or unscripted presentation as can be
found in diplomacy. The last one deals with multilingual systems of information
exchange. He also discusses that MT systems are used for many companies for
technical documentation. In this way, for example by using the Logos systems many
companies can carry on even outstanding translation projects. Among Logos users we
can find Ericsson and Osram when enterprises like Berlitz, Ford or General Motors use
Systran. Philips and UBS, for example, deal with the METAL German-English system.
“Companies, in order to maintain the same terminology regardless of the flow of time
and use of agency, need automated system which will store the database.” It should also
be stated that terminology management is a type of language technology that involves
standardizing the methods how key terminology is employed in a multinational
organization. “Companies that insist on good branding often develop glossaries that
define how certain product, technical or medical terms should be used”. As Schwartz
and Toon say, “this standardization helps create a consistent brand, and is important to
meet regulatory requirements and to prevent legal problems by using incorrect
terminology”. Stroehlein draws our attention to the speed of translation which is so
important in our times. “Taking all that into account, professional-quality translation of
a 1,000-word article typically takes four or five hours. That is a significant amount of
time in the minute-by-minute world of online publishing”. Schwartz and Toon also pay
attention to the reduction of expenses in translation process. "Translation memory cuts
costs by reducing the total number of words that require translation. Companies
typically can save between 40-75% of their translation costs by using translation
memories”. Not only TM but also systematized terminology also saves costs in the long
run. As we can read on the website of dl.com | documentum.com, “it has been shown to
reduce customer support costs by helping to produce content that is more
understandable to customers. It also prevents legal problems by avoiding the misuse of
terminology or translations that can result in legal suits. Finally, good terminology
management can improve search results on the Web site when customers are looking
for correct information. Their ability to find what they need on the Web reduces the
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number of calls to a support call center with their associated costs”. What is more, as
Fouzie says, “More importantly, researchers also say that people are three times more
likely to buy something online when addressed in their own language”. Thus, from the
marketing perspective, translation is required when we want to operate internationally
and have high revenues. Laplante also mentions (9) some other problems caused by
terminological shortcomings. “Inconsistencies in published information reduce
customer satisfaction and increase the risk of diminished customer loyalty”. However,
translation can be also imperfect because something else goes wrong. Laplante (9)
draws our attention to the other aspect of translation within a company when it is not
successful. He gives the example of HP and its problem with translation. “Translation
was inefficient due to redundancies. Two factors were in play. First, some regional
translation agencies were not using translation memory, starting from scratch each time
a new translation cycle was required. Second, there was no leverage across the
translation memories that did exist; they were isolated project silos.

— Lack of consolidated reporting tools meant that there was no visibility at the
corporate level into spending and reuse. Even without metrics, HP knew that
it was losing time and money.

—  Corporate messaging and branding were inconsistent across regions, causing
customer confusion.

— Coordinating product releases across regions was a major challenge because
of the need to synchronize multiple websites in multiple languages. The
demand for and interest in a solution to these problems quickly turned
Toon’s part-time”.

To digress, computers are also important in translator’s activities outside the
translation process itself. Those who need to advertise their products should not forget
about computer in their pursuit of offers. Lamensdorf underlines the role of computer
accessories in freelance translator’s job. He draws our attention to creating bilingual
websites which will be available by using search engines. The last can be also very
useful when looking for some translation agencies in order to offer them translation
services. However, not all translators are fans of IT and computerization. As
Champollion says, many translators are afraid that machines will replace them. That is
why a group of translators is against any tools and prefers implementing the standard
procedure.

However, in my paper I would like to concentrate on the Internet as the source of
help for translators. As has been stated above, investment banking is a new
phenomenon. Thus, there is not much printed specialist literature which will
accompany the process of translation. What is more, as Baker (xiii) says about her own
book, “all encyclopedias, this one included, are inevitably out of date before the hit the
press-such is the nature and speed of intellectual progress in any field of study”. In this
case it is the Internet which can serve as a library for those who need explanations or
equivalents. The Internet sources can be divided according to different criteria. The
following typology has been adopted in this research. The gathered material has been
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divided according to the following criteria: the English sources, monolingual and
multilingual, and the ones in Polish or at least with terms in Polish. Due to the limit of
the paper only glossaries and dictionaries have been taken into consideration. It should
also be stressed that due to mainly two reasons the paper suffers from a number of
potential shortcomings and provides an imperfect measure of the discussed topic. First
of all, there are so many international companies that for obvious reasons all of them
cannot be taken into consideration for the purpose of this study. Secondly, there are
more and more banking and financial institutions appearing on the market and the ones
which are already present have been changing the scope of their activities as well as
their websites. However, the research can serve as a useful source of information on
online glossaries. It may be an interesting idea to check how the online dictionaries and
glossaries differ with the flow of time. The author has researched this topic on the basis
of financial portal plus the search engine. The data represent the state of websites as for
November 2005 as the research was conducted in October and November 2005. First,
the difference between glossaries and dictionaries should be stressed. Let us quote
some definitions of glossaries taken from the search engine Google.

— “An alphabetical list of technical terms in some specialized field of
knowledge; usually published as an appendix to a text on that field”
(www.wordnet.princeton.edu/perl/webwn)

—  “Short list of words related to a specific topic, with brief definitions,
arranged alphabetically and often placed at the end of a book”
(www.usd.edu/library/instruction/glossary.shtml)

—  “An alphabetical listing of special terms as they are used in a particular
subject area, often with more in-depth explanations than would
customarily be provided by dictionary definitions” (www.brochure-
design.com/brochure-design-publishing-terms.html)

On the other hand, dictionaries are supposed to be larger in size. This distinction is
important as many data providers given in this study tend to call a short list consisting
of 14 terms a dictionary. It can be noticed, for example, by studying the table of Polish
banks and their glossaries.

Let us quote some of them to see how the glossaries and dictionaries work in
practice. In the first part of the research the ones provided by foreign institutions will be
examined. An attempt will be made to prove that English monolingual sources as well
multilingual dictionaries with no Polish entries are of great help for translators. When
you visit the UBS website you can come across different glossaries. They are as
follows: UBS Dictionary of Banking, Mortgages (in Switzerland), Mortgages (in the
U.S.), UBS Funds, Investment terminology, Foreign exchange, Trade & Export Finance.
Let us concentrate on Investment terminology. As the name suggests, this glossary
consists of words connected with investment activities. They are presented in the
alphabetical order and you can access them by clicking on the letter which comprises
the vocabulary gathered under this heading plus the explanation which accompanies
each entry. A very useful tool in translating investment banking terms is UBS
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Dictionary of Banking. It was revised in spring 2005 and it contains the up-to-date
vocabulary. It embraces definitions of more than 2400 terms. Each English term is
accompanied by its equivalents in German, French and Italian plus a descriptive
definition in English. You can search the dictionary by clicking on the letter and going
up or down the list.

As far as glossaries are concerned, the next website worth considering for those
interested in translating investment banking terminology is the one of Glossar Trade &
Export Finance. It is especially useful for those who need deeper understanding of
English terms connected with the financial aspect of trade and export. Most of the
mentioned above glossaries are offered in such languages as German, French and
Italian. Other bank-La Salle offers three glossaries in English-Glossary of Banking
Terms, Glossary of Investment Terms and Glossary of Home Equity Terms. All the
words are listed alphabetically and can be accessed by pressing the right letter. As far
as the range of categories is concerned, we should draw attention to the ADVFN
glossary which comprises 27 categories, such as Banking & Finance or Futures &
Forwards, Investment Trusts & Mutual Funds, to name just a few. The terms as in the
mentioned above cases can be accessed by clicking on the needed word. Societe
Generale also has the glossary of English trade terms in the alphabetical order.
Unicredito also offers its customers a short glossary consisting of the most important
English terms connected with banking. Other online dictionaries can be viewed on the
website of Glossarist. It can be used as a search engine for finding demanded
glossaries. I have chosen, in my opinion, the most useful ones in the job of translator.
Barkley's Comprehensive Financial Glossary is a very detailed glossary
(http://www.oasismanagement.com/glossary/).

The same applies to the tool provided by Money World
(http://www.moneyworld.co.uk/dictionary)

and the one compiled by Investor Words
(http://www.investorwords.com/cgi-bin/letter.cgi?a).

Some dictionaries deal with the part of investment banking like Offshore Banking and
Trading Glossary (http://www.turtletrader.com/og.html) where the
words connected with offshore funds and this type of investment are taken into
consideration. Unfortunately, this dictionary is not available in any languages of the
countries which have recently joined the EU. The words are to be found in many
different sources but are not compiled as in the case of the English glossary. Nasdaq
also provides Glossary of Terms which can be found at the following internet address:
http://www.nasd.com/web/idcplg?IdcService=SS GET PAGE&node
Id=1088&ssSourceNodeId=766. For the translators who know German other
websites can be useful. One example can be Finanzlexicon where the terms connected
with investing are given and described in German. On the other hand, French users can
stick to MIEUX COMPRENDRE LE LANGAGE BOURSIER. This glossary is divided
into some thematic sections like Lexique boursier (the lexicon of stock exchange) or
Lexique des obligations (the lexicon of bonds). For those who work with investment
vocabulary the dictionaries provided by Investopedia are of great help. The terms are
arranged in alphabetical order plus you can browse by category (Acronyms, Active
Trading, Bonds, Buzz Words, Financial Theory, Foreign Exchange, Fundamental
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Analysis (Accounting), Mutual Funds, Options & Futures, Personal Finance, Real
Estate & Property, Retirement Planning, Stocks, Taxes, Technical Analysis, Venture
Capital and IPO’s. What is more, you can view Recently Added Terms and 10 Most
popular Terms. The translators who specialize in certain types of investment banking
instruments should use specific glossaries. One of them is Glossary of Municipal

Bond Terms €MUMA, The following glossary of municipal bond industry terms and
jargon has been prepared for individual investors by Zane B. Mann, publisher of
California Municipal Bond Advisor. It contains about two hundred terms dealing with
municipal bonds. Another interesting online glossary is provided by Investor Words.
This company offers thousands of terms which you can access in many ways. You can
browse by category (Accounting, Banking, Bonds, Brokerages, Currency, Dividends,
Earnings, Economy, Futures, Global, Insurance, Investor Relations, IPOs, Law/Estate
Planning, Lending/Credit, Mergers/Acquisitions, Mutual Funds, Options, Public
Companies, Real Estate , Retirement, Stocks, Strategies, Taxes, Technical Analysis,
Trading, Venture Capital) or by letter. What is more, they keep track of the recently
improved terms and you can receive the term of the day by email thus you can improve
your knowledge without leaving your room. The next tool is prepared by Speculative
Bubble. You can search it by typing the word you need in a search box or clicking on
the right word on the list. Moreover, those interested in investment banking can read
interesting articles on a particular topic where they can find useful vocabulary as well.
As far as specialist knowledge is concerned, there are also dictionaries devoted entirely
to one particular domain of investment banking. Let me quote some examples. The
Glossary of option terms is prepared by the Chicago Board Options Exchange. There
are almost two hundred words devoted entirely to this type of financial instrument. For
those who have to translate the terminology of derivatives The Numa Dictionary of
Translating Acronyms will prove useful. There are about six hundred acronyms of stock
exchanges and other institutions as well as words connected with derivative
instruments. Derivatives are also handled by The William Margrabe Group, Inc.,
Consulting, THE DERIVATIVES 'ZINE™ Translators interested in stocks vocabulary
should use The ChartFilter's glossary. There you can find different names of stocks (by
clicking on the letter or inserting the needed term in a search box). As the topic of our
research deals with translating investment banking terms into Polish, we should also
present the resources available in this language. With Poland in the European Union,
there are many tools offered by the institutions which are responsible for smooth
communication between countries. There are dictionaries and glossaries prepared by
the EU which can be useful for anyone dealing with specialized vocabulary. For
example, Eurodicautom is a multilingual term bank. This online dictionary consists of
five and a half million entries. You can find the needed equivalent of a specialized term
in twelve languages. Unfortunately, it is not available in Polish but its successor is to
contain Polish terms as well. Another useful tool for translators is the Eurlex base.
Although in our research we should concentrate only on dictionaries and glossaries,
this service is very useful in searching for the right phrase or word. There you can find
the regulations concerning European Union law. It is especially useful for the
translators of financial terminology as the documents are available in all the languages
of the EU. The translator when trying to the right term can use the bilingual display



The Role of Online Glossaries in Translating Investment Banking Terminology 17

which guarantees a rapid access to the right word. The translator can find the
corresponding equivalent in the target language. It is possible to search this service by
field or by inserting the keyword. The base, being available in Polish, can be very
useful especially for those who translate legislative acts and need legal language
vocabulary. On the website of Lexicool we can find some sources which can be of
immense help for the translators of banking and financial texts. Let us examine them in
our study. The first source is the website of terminological data of the European
Integration Committee. This base comprises terminology which was compiled when
different legal acts of the EU were translated into Polish. There you can find some
glossaries, such as Economy, finance, money, which is specialized for those working
with English and Polish, although certain French and German equivalents are also
provided. By inserting the exemplary term bond in the search box the translator
receives all the phrases in which this word can be found. There are also equivalents in
German and French for those who translate in other languages as well. It is especially
useful in such languages as Polish as the terms are quite new in our economic reality.
What is more, the user can rely on materials published by such institution as the EU for
precision and adequacy. The next electronic dictionary is called Financial Terminology
(EN>PL). In this one we can find the English terms connected with the area of finance,
being arranged in the alphabetical order. The English terms are accompanied by a
descriptive definition in Polish plus a Polish equivalent (if such exists) is provided in
brackets. This form is especially useful as some terms are new in Polish or their
equivalents are absent in Polish terminology. The third one is called Brian Huebner’s
Economic and Financial Terms Glossary (PL>EN).Both Polish and Czech are available
online. On the left side there are the Polish terms presented in the alphabetical order
whereas on the right side of the column we can find the English equivalents.
Unfortunately, in the version presented by Lexicool there is no possibility to browse the
dictionary. In order to find the needed word you have to scroll down the list. The next
dictionary is Macroeconomics dictionary. It consists of four pages of vocabulary for
those who need basic macroeconomic terms. However, it may prove insufficient in case
of more detailed translation needs. Unfortunately, it is not available in Polish. The next
dictionary is called APFA-40 mots-cles des affaires en 27 langues (MULTI). The
translator can choose one of 27 foreign languages to find the right equivalents from
French in the target language. On choosing Polish, the translator deals with Polish
equivalents of the newest 40 financial words. Unfortunately, some of the 40 words are
not translated into Polish. A very functional dictionary/translator is provided by
http://www.angool.com/. It comprises more than 353 000 words. There are
also terms belonging to banking and finance. You can insert the needed term in Polish
or in English and the machine translates for you. The next source, in my opinion worth
considering, is the glossary provided by the National Bank of Poland (NBP). You can
insert the Polish term in the given window or click on the letter you are interested in
order to read the definition of the term. Also the Warsaw Stock Exchange (GPW) offers
a mini glossary with the basic terms connected with investing. As far as Polish banks
are concerned, the aim of the research was to find out how many banks offer glossaries
and dictionaries for the users. In my opinion banks as a source of terms are very rarely
taken into consideration. An attempt will be made to prove that bank websites can



18 Magdalena Bielenia

provide the reader with the term he wants to find. In the mentioned below results 63
banks were examined. The list of banks from Parkiet, Polish financial, portal was used.

Table 1. Banks operating in Poland and their glossaries/dictionaries

Bank Dict- | Title Entries Remarks
ion-
ary
ABN + | Glossary About 170 terms. There are three ways of
AMRO The definitive finding the terms-using the search box,
Bank (Pol— guide to Clicking on the letter or going down the list
ska) S.A. investment
banking
AIG Bank + | Stowniczek About 40 terms connected with insurance www.ampli
Polska SA colife.pl
BPH + | Glossary- 40 terms connected with banking activity www.hvb—
Sustainability and ecology group.com
Report 2002 (Nach—
haltigkeitsb
ericht
2002 der
HVB
Group)
Bank + | Glossary About 600 terms. Useful
Handlowy First you click on terms and
the letter, then financial
you click on the needed term jargon
www.citigr
oup.com
Bank Mil— + | Stownik No access
lenium
Bank of + | Glossary The glossary is divided into 6 parts-Smart www.banko
America Budgeting, Investment and Retirement, Life | famer—
Polska Insurance, Education Planning, Estate ica.com
Planning, Other Terms. Investment
You can click on the letter or go down the and Re—
list of terms-almost 100 terms in Investment | tirement-
and Retirement used with
permission
from Bar—
ron's Dic—
tionary of
Finance
and In—
vestment
Terms
Bank of -
Tokyo-
Mitsubishi
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Bank Dict- | Title Entries Remarks
ion-
ary
Bank Pekao + | 1)Stowniczek 1)About 35 terms connected with stock ex— 1&2
SA 2)Stownik rynku change. You should click on the term www.cdmp
finansowego 2)The term zlecenie (order) is described ekao.com.pl
3)Stownik 3) 23 terms
Pekao 24 connected with online banking
Bank + | Stownik About 70 terms. Terms are
Pocztowy pojecé You can insert the needed term or click on connected
SA the letter with
the offer of
the bank.
The cus—
tomer may
ask to add
new terms
Bank + | Stowniczek poje¢ | 14 terms accessible by scrolling down the Terms
Przemystow list connected
y with
Getin Bank the activity
of the bank
Bank Roz— -
woju Cuk—
rownictwa
Bank - | Stownik 10 terms accessible by scrolling down the Terms
Zachodni list connected
WBK with
the activity
of the bank
Bankgesells -
chaft Berlin
(Polska)
S.A.
Bank -
Gospodarst
wa
Krajowego
Bank + | Stownik pojec¢ About 150 terms. You can click on the letter | The cus—
Gospodarki or use the search box tomer
Zywnoscio can add his
wej term
Bank -
Inicjatyw-
Spoteczno-
Ekonomiczn
ych SA
BNP + Glossary About 90 terms in English available by Website
Paribas clicking the right letter available
Polska SA in English
or French
Bank + | Stownik 6 terms connected with the activity of this www.seb.pl
Ochrony institution

Srodowiska
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Bank Dict- | Title Entries Remarks
ion-
ary
Bank Pol— -
skiej
Spotdziel —
czosci
BRE Bank + | Stownik poje¢ About 60 terms which you can access by e-MSP
SA going down the list or clicking the group of (http://www
letter for a quicker search .e-
msp.pl/172)
BRE Bank + Stownik pojec About 40 terms connected exclusively with
Hipoteczny zwiqzanych z mortgage -you click on the term or read the
kredytem list with their explanation below
Bank + | Stownik There is a dictionary with terms described
Wspétpracy in a particular section. A dictionary under
Europejskie each page.
jSA
BZ WBK + 1)Stownik 1A list of 14 terms connected with invest— 1)Cus—
2)Stownik ment fund tomer may
3) Carrers 2)Two terms connected with bonds add his
glossary 3)You have to click on the letter-about 30 term
4) AIB Tradefin— | terms www.arka.p
ance - Glossary 4)About 80 terms available by clicking on 1
of Terms the letter 2)Customer
5) Capital 5) You can click on the letter or scroll down may add his
Markets the list term
Glossary www.inwest
or.bzwbk.pl
3)
www.aib.ie
4)ywww.aibt
radefin—
ance.com
5)
http://www.
aibcm.com/
Calyon + | Glossary You can click on the letter or go down the www.cred—
Bank Polska list. Almost 100 terms. it-agricole-
SA sa.fr
Daimler -
Chrysler
Services
(debis)
Bank Polska
SA
Danske + Link to
Bank Ectaco

services
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Bank Dict- | Title Entries Remarks
ion-
ary
Deutsche + | Deutsche Bank Almost 800 terms in English which can be
Bank Banking and accessed by selecting the letter or the term
Stock Glossary on the list. When you click on the letter, the
explanation in English appears plus you can
Deutsche Bank choose the German version by clicking on
Bank-und Borsen | the German flag.
Lexicon
Deutsche - Glossary
Bank PBC offered by
Deutsche
Bank
DomBank + Stowniczek pojec¢ It belongs
to Getin
Bank
Dominet -
Bank
DZ BANK -
Polska
Eurobank -
FCE Bank - Ford
Polska
Fiat Bank -
Polska
Fortis Bank + 1)Glossary 1)This glossary is divided into three sections | 1)www.forti
2)Glossary of (A-M,F-M,N-Z).In each section there is a sbank.be
terms list of terms in English plus their equivalents | 2)www.forti
3)Definicje in French, Dutch, German. Altogether about | sinsura—
4)Glossary 50 terms nce.co.uk
2) 17 terms in non-alphabetical order con— 3)www.forti
nected with insurance sinvestment
3)About 50 terms connected with invest— s.com
ment-in Polish and English plus an 4)www.forti
explanation in Polish sins—
4) About 40 terms connected with insurance | urance.lu
Spotdziel — -
cza Grupa
Bankowa
GE Money + Glossary About 100 terms can be accessed by WWW. —
Bank pressing the letter or doing down the list— money ba—
there is an explanation next to the term sics.ch
Getin Bank + | Stowniczek poje¢ | 14 terms connected with using cards
SA
GMAC + Glossary The glossary is divided into three parts http://www.
Bank Polska :Leasing Terms, Purchase Financing Terms. gmcanada.
SA And Commercial Terms-altogether about 50 | com
terms.
ING Bank + Glossary About 70 terms which can be accessed by www.ing.—
Slaski pressing the letter and then all the terms com
with their explanation appear
Inteligo + | Stowniczek 17 terms connected with bonds
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1 Polska

Bank Dict- | Title Entries Remarks
ion-
ary
Investbank + | Poradnik- karty A list of 13 terms connected with using
ptatnicze-Stown— | cards
iczek
Izzy Bank- - Part of BRE
Bankowos¢ Bank
Detaliczna
dla
miodziezy
BRE Banku
SA
Kredyt -
Bank SA
Lukas Bank + Fundusz 11 terms on the list connected with
inwestycyjny- investment funds
stowniczek poje¢
Mazowiecki -
Bank
Regionalny
mBank + 1)Stownik pojeé 1)About 120 terms connected with stock
2)Stowniczek exchange investments. You can press the
pojec letter or scroll down the list where the terms
and their explanation appear
2)50 terms connected with investment funds
MHB Bank -
Polska SA
Multibank + | Stownik poje¢ a list of 32 terms connected with credits
Nordea + Financial You can press the letter or insert the re— www.norde
dictionary quired term in the search box (about 213 a.lu
Nordea terms)
NORD/LB -
Bank Polska
Norddeutsc
he
Landesbank
SA
Nykredit -
Bank
Hipoteczny
S.A.
PKO BP + 1)Stownik 1)8 terms connected with Basic banking
2)Stowniczek activities
pojecé zwiqzanych | 2)37 terms connected with credits for hous—
z kredytem ing construction
mieszkaniowym i
pozyczkq
hipoteczngq
PTF Bank -
Rabo Bank -
Internationa
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Bank Dict- | Title Entries Remarks
ion-
ary
Reiffeisen + 1) Glossary 1)About 130 terms which can be accessed 1Hwww.r—
Bank Polska (available in by pressing the right letter cm.at
Italian and 2) 15 terms connected with investment Raiffeisen
German) funds Capital
2) Glossary 3) A list of about 60 investment terms in Manage—
3)Glossary of pdf version ment
key terms and 4)You can click on the letter and later scroll 2)ywww.raiff
abbreviations down the list of altogether 460 terms eisen-
4)Raiffeisen 5)Multilingual term bank (German, French, capital.ru
Centrobank Ttalian) 3)www.rzgr
Glossary oup.com
5)Lexicon 4)ywww.rchb.
at
S)ywww.raiff
eisen.ch
Societe + 1)Glossary 1)About 120 terms-you can click on the www.sg-
Generale 2)Glossary and letter, on the term or on scroll down the list tradeservice
definitions 2)About 150 terms from different banking s.com
areas 2)www.sgre
serach.socg
en.com
Svenska -
Handelsban
ken
Slaski Bank - Consult
Hipoteczny www.ing.pl
SA
Toyota Bank -
Polska
Volkswagen -
Bank Polska
Wschodni -
Bank
Cukrownict
wa S.A. w
Lublinie
WestLB + Glossary A list of about 120 terms connected with www.westlb
Bank Polska banking carrers.com
S.A.

Source: the financial portal Parkiet and different websites of the banks which were
taken into consideration.

After the research conducted on computer resources which can make the
translation process of investment terms easy, we can claim that there are many, more or
less advanced, glossaries or dictionaries which serve knowledge not available in the
printed version. Due to the rapid development in the area of investment banking we can
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count on the Internet which offers up-to-date information. However, in the case of
Polish there are unfortunately not many bilingual resources (Polish-English). Even
when there are dictionaries with Polish interface very often the system does not
recognize the case inflection of adjectives and nouns. Thus, the one for whom Polish is
not a mother tongue can have problems in finding the right equivalent. The translation
device provided by www.angool.com is an exception.After inserting the term
obligacja (bond) in other cases, obligacjami, obligacjach — it tries to find the phrases
where these words occur. We can hope that more and more resources will be available
in the future as there are still new instruments entering our economic reality. The shown
above table comprising the glossaries of more than 60 banks operating in Poland proves
that the bank’s website is important in investment banking terminology. All the biggest
banks in Poland, such as PEKAO SA, PKO BP, BPH, ING Bank Slaski, BZ WBK/,
provide the reader with a glossary. The ways the sources are described are different.
Some banks call them Stownik (dictionary), others Stowniczek (mini dictionary).One
bank opts for Definicje (Definitions).

It should be also underlined that in this study only some tools have been chosen.
There are also frequency lists and concordances, to mention juts a few (Schneider).
What is more, there are also many glossaries and dictionaries available but the author
has decided to choose the ones, in her opinion, which are of great help in the translation
process.

As far as the improvement in translation resources are concerned, let me quote
Nogueira who reminds the readers of a very simple translation tool which task was to
fasten and organize the job of the translator. We cam estimate that most readers do not
remember this “complicated” device. The shoebox dictionary (it was called like that)
consisted of some cards, some being blank, some incomplete and some complete. In
most cases they were stored at random as the translator never had enough time to
categorize them. However, with the omnipresence of computers these index-card
glossaries are not very popular, being a reminiscent of the past translation procedures.
Probably with the growing role of technology even the glossaries which have just been
described would be treated as out-of-date in the future.

References

Books

1. Felber, Helmut, and Budin Gerhard. Teoria i Praktyka Terminologii. Warszawa:
Wydawnictwa Uniwersytetu Warszawskiego, 1994. 67

2. Kwieciniski, Piotr. Disturbing strangeness. Foreignisation and domestication in
translation procedures in the context of cultural asymmetry. Torun: Edytor, 2001.

3. Walkiewicz, Rafat. Bankowos¢ inwestycyjna. Warszawa: Poltext, 2001.

1 Polskie banki pgkaja od pienigdzy. 6 Nov.2005.
http://www.biznespolska.pl/wiadomosci/prasa/?cityID=warszawa&contentID=116625



The Role of Online Glossaries in Translating Investment Banking Terminology 25

Articles

4.

10.

11.

12.

13.

14.

15.

16.

17.

18.

http://www.translationdirectory.com/article389.htm,

19 Oct. 2004.

Champollion, Iyes. Machine translation (MT), and the future of the translation
industry. 20 Oct.2004. http://en.lingo24.com/home.html

Fouzie, James. Lost in the translation. 12 Feb. 2001
http://www.infoeconomy.com

Guy, Sandra. Translation and Treatment. 1 June, 2005.
http://en.lingo24.com/home.html

Hutchins, John. The development and use of machine translation systems and
computer-based translation tools. 10 Oct. 2004
http://www.foreignword.com/Technology/art/Hutchins/
hutchins99.htm

Lamensdorf, Jose.H. On-line research into freelance translator recruitment

processes. 3 Nov. 2004. http://www.lingo24.com/

Laplante, Mary. “Global Content Management: Hewlett-Packard Talks the Talk of
Worldwide Business HP’s digital content management initiatives optimize the
delivery of product content to global markets”. The Gilbane Report January 2005.
12 Oct.2005. http://www.gilbane.com

Law in transition online 2005-Banking law in transition. 2 Nov. 2005
http://www.ebrd.org/pubs/legal/OL05b.pdf

Marina,Valerija and Suchanova Jelena. “The Comparative Analysis of English
Economic and Business Terms and Their Lithuanian Translation Equivalents”.
Kalby Studijos — Studies about Languages 1(2001): 10-13

Nogueira, Danilo From Shoebox to SQL. Accurapid-The Language Service.

10 Oct. 2005. http://accurapid.com/journal/31lshoebox.htm
Piotrowska, Maria. Translation studies in Poland: onward and upward.

23 Nov. 2004. Portal Unii Europejskiej. 10 Oct. 2005.
http://europa.eu.int/comm/dgs/translation/book-
shelf/tools and workflow en.pdf

Schneider, Christof. CAT tools: A brief overview about concordance software.

19 Oct. 2004.
http://www.translationdirectory.com/article389.htm
Shwartz, Howard and Toon, Alison. Global Content Management: The 18 Most
Frequently Asked Questions. 10 Oct. 2005
http://www.gilbane.com/ctw/Trados gcm whitepaper.pdf
Stroehlein, Andrew. The Online Babble Barier. 18 July 2002
http://www.ojr.org/

Szczes, Malgorzata and Sebastian Jakubiec.” Elektroniczne ustugi finansowe.
Charakterystyka rynku, wyzwania i inicjatywy regulacyjne (stan na koniec 2001 r.)
Feb. 2002. Narodowy Bank Polski Materiaty i Studia (139).



26 Magdalena Bielenia

Websites

http://www.kredytmieszkaniowy.pkopb.pl
http://europa.eu.int/eur-lex/lex/en/index.htm
http://invest.bnpparibas.com/en/glossary/glossary.asp?Letter=0
http://membres.lycos.fr/cac7/Bourse_de A a Z/index-3.html
http://skarb.bzwbk.pl/11276

http://www.advin.com/money-words_.html

http://www.aib.ie

http://www.aigfundusze.pl/index_185.htm
http://www.allianz.pl/x_main.php?id_kategorii=1801

http://www.amplicolife.pl

http://www.bankofamerica.com
http://www.bgz.pl/u235/template/dictionary,BgzResultsListScreen.wm/navi/30466
http://www.bp.com.pl/u235/template/dictionary,BpczResultsListScreen.wm/navi/30770
http://www.business.gov/phases/launching/are you ready/glossary.html
http://www.bzwbk.pl

http://www.cdmpekao.com.pl

http://www.chartfilter.com/glossary.htm

http://www.citigroup.com

http://www.credit-agricole-sa.fr
http://www.cu.com.pl/Portal?secld=2N4H3IX0CAJVQO84VLRIOOVV &types=3 &query=wszystkie&diction
ary=true&count=5

http://www.ecb.int/home/glossary/html/glossb.en.html

http://www.e-msp.pl/172

http://www.finanz-adressen.de/europa/lex-de/A.html

http://www.fortisbank.be

http://www.getinbank.pl/28.php

http://www.glossarist.com/glossaries/

http://www.gobcafunds.com/glossary/

http://www.hvbgroup.com
http://www.inteligo.pl/infosite/oferta_dla_ciebie_slowniczek.htm
http://www.inteligo.pl/infosite/oferta_dla_ciebie slowniczek oblig.htm
http://www.investopedia.com/dictionary/

http://www.investorwords.com/

http://www.lasallebank.com/financial library/glossary.html
http://www.lexicool.com/dlink.asp?ID=0GM50T83860&L1=23&L2=09&CA=09
http://www.lexicool.com/online-dictionary.asp?FSP=A23B09C09
http://www.mbank.com.pl/inwestycje/emakler/abc_gieldy/slownik.html
http://www.millenet.pl/Millennium/pomoc/?_c=721
http://www.nbp.pl/publikacje/materialy i studia/139.pdf
http://www.pko-cs.pl/SAM/index.php?id=slownik
http://www.pzu.pl/?nodeid=slownik
http://www.sg-tradeservices.com/index_glossaire ENG.php
http://www.speculativebubble.com/terms/glossary.shtml
http://www.thectr.com/glossary/futures_index.htm
http://www.trados.com/solutions.asp

http://www.ubs.com

http://www.unicredit.it/DOC/jsp/navigation/glossary content.jsp?parCurrentld=0b00303980007a94&parCurr
entPage=responsabilita.html&parLocale=
http://www.union-investment.pl/vademecum/slowniczek/index.html



Conjugated Infinitives in the
Hungarian National Corpus

Gergely Bottyan'? and Balint Sass’

! Department of Corpus Linguistics, Research Institute for Linguistics,
Hungarian Academy of Sciences
2 English Linguistics PhD Program, Doctoral School in Linguistic Sciences, ELTE
{bottyang, joker}@nytud.hu

1 Introduction

The infinitive is one of those linguistic forms with which nonfiniteness, i.e. the
verbal feature meaning lack of tense, number and person markers, is usually
associated. This is a direct consequence of the fact that we only find nonfinite
infinitives in Slavic languages and in most Germanic and Romance languages.
However, in languages as diverse as Hungarian, Portuguese and Welsh, for exam-
ple, there are both nonfinite infinitives and conjugated infinitives, i.e. infinitives
that are inflected for number and person [1].
The two types of Hungarian infinitive are exemplified in Table 1.

Table 1. The two types of Hungarian infinitive

I. Reggel fel kell kelni.
morning up must wake-INF
One has to wake up in the morning.

II. Irnia kell.
Read-INF-[3rd sing] must
(S)he must write.

Hungarian infinitives of the conjugated type (II. in Table 1) have recently
attracted considerable attention from generativist syntacticians. Much effort has
been made to specify the sentential contexts in which conjugated infinitives occur
and the structural representation of phrases formed with conjugated infinitives
[2-4]. As is generally the case with syntactic research done in the Chomskyan
paradigm, the authors of these studies relied on their own linguistic intuition and
no systematic data collection procedure was followed. Nevertheless, the specifi-
cation of contexts provided in [2] is said to be exhaustive and based on empirical
material.

The present paper reports on the investigation that we have performed on
the basis of the 153.7 million word lemmatized, morphosyntactically tagged and
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disambiguated Hungarian National Corpus [5]. Our principal aim was to check
the validity of the claim that all linguistic items (hereafter called licensors) that
take conjugated infinitival complements are identified in [2] by making a list
of such items in the corpus data. A further aim was to specify which licensors
occur with which conjugated infinitives in the extracted sentences. As is com-
mon in language technology, the tasks were carried out partly manually, partly
automatically, with an iterative method.

2 The Procedure

First, all the sentences that contained conjugated infinitives were automatically
extracted from the corpus, on the basis of the morphosyntactic annotation. Our
working hypothesis was that licensors were to be found in the clause that con-
tained the conjugated infinitive. Since the corpus is not tagged for clauses, can-
didates for clauses were identified with our own approximation. This approxima-
tion was based on clause-final punctuation marks and clause-initial conjunctions
[6]. From the resulting set of clause candidates those members were filtered
out that contained a licensor identified in [7], and the conjugated infinitive was
recorded along with its licensor. In the remaining set of clause candidates new
licensors were looked for manually, and the procedure was applied all over again.

3 Results Obtained

After three iterations, the following measures were obtained. The lemmatized list
of licensors has 197 members. Clauses containing these licensors cover 223140
(98%) of the 228367 conjugated infinitive tokens that occur in the Hungarian
National Corpus. The number of lemmatized licensor — conjugated infinitive
pairs identified is 17874.

An extract from the resulting data collection can be seen in Table 2.

4 Conclusions and Further Research

On the basis of the results of our investigation, the following conclusions can
be drawn. (i) A number of sentential contexts in which Hungarian conjugated
infinitives occur are missing from the list in [2], thus it is not exhaustive. (ii) If
at least one feature of a grammatical construction (in this case, the inflectional
suffix of the conjugated infinitive) is tractable in the Hungarian National Corpus
or any other richly annotated corpus of its size, it is worth the effort extracting
data from the language resource partly automatically, partly manually before
jumping into hasty conclusions.

Further research based on our data collection should establish whether there
are semantic restrictions on the range of licensors that take conjugated infini-
tival complements in Hungarian. Similarly, checking the grammaticality of the
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Table 2. Extract from the lemmatized licensor — conjugated infinitive pairs data col-
lection. The headword is the lemma of the licensor, which is followed by its number of
occurrences in the corpus. Then come the lemmas of the licensed conjugated infinitives
in decreasing order of frequency

koteles [18 db]
3x: alavet
2x: ad megakaddlyoz tart
1x: atvesz biztosit gondol gondoskodik igazol marad megad megtesz visszafizet

kotelesség [138 db]

5x: biztosit

4x: lesz vesz

3x: ad hoz megjelenik megtesz szdl vallal

2x: elhataroléd elldt ellenériz elvisel értesit foglal gondoskodik ismer megvéd
tajékoztat tesz visel

1x: 4all atir beavatkozik bekiild beszdmol betart bocsat csindl eljon elmegy
elvégez emel emlékezik|emlékez épit felajinl felfegyverez felismer fellép felvildgosit
figyelmeztet fizet folytat fordul folnevel gazdalkodik gyarapit hajt hézasodik huny
hurcol indit iszik kardoskodik kér kijelol kikényszerit kiszab kitiresit kivesz kizeng
koszon kiild kiizd marad megakadélyoz megemlékezik|megemlékez meghallgat megis-
mer megkérdez megkeres megériz megszavaz megtanul megtargyal megtart megvalaszt
megviv meggy6z6dik|meggy&z6d meztelenit mozgdsit néz sszegylijt politizdl sorol sze-
rez takarit tdAmad tdmogat tart teljesit tisztaz torekedik tud tudat tdljut tiiz iigyel véd
védekezik végez verekedik vet virraszt

nonfinite counterparts of the example sentences belonging to the extracted licen-
sor — conjugated infinitive pairs in the corpus could help us specify the overlaps
between the distribution of nonfinite and conjugated Hungarian infinitives. Both
directions of research require a tool that enables the analyst to retrieve those
sentences in the corpus that belong to a given licensor — conjugated infinitive
pair in the collection. The authors of this study are planning to develop such
a tool and make both the data collection and the tool available to the research
community.
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Abstract. This paper describes a designed and implemented system for
efficient storage, indexing and search in collections of spoken documents
that takes advantage of automatic speech recognition. As the quality of
current speech recognizers is not sufficient for a great deal of applications,
it is necessary to index the ambiguous output of the recognition, i.e. the
acyclic graphs of word hypotheses — recognition lattices. Then, it is not
possible to directly apply the standard methods known from text-based
systems. The paper discusses an optimized indexing system for efficient
search in the complex and large data structure that has been developed
by our group. The search engine works as a server. The meeting browser
JFerret, developed withing the European AMI project, is used as a client
to browse search results.

1 Introduction

The most straightforward way to use a large vocabulary continuous speech rec-
ognizer (LVCSR) to search in audio data is to use existing search engines on the
textual (“l-best”) output from the recognizer. For such data, it is possible to
use common text indexing techniques. However, these systems have satisfactory
results only for high quality speech data with correct pronunciation. In the case
of low quality speech data (noisy TV and radio broadcast, meetings, teleconfer-
ences) it is highly probable that the recognizer scores a word which is really in
the speech worse than another word.

We can however use a richer output of the recognizer — most recognition
engines are able to produce an oriented graph of hypotheses (called lattice).
On contrary to 1-best output, the lattices tend to be complex and large. For
efficient searching in such a complex and large data structure, the creation of

* This work was partially supported by European project AMI (Augmented Multi-
party Interaction, FP6-506811) and Grant Agency of Czech Republic under project
No. 102/05/0278. Jan Cernocky was supported by post-doctoral grant of GACR
No. GA102/02/D108, Pavel Smrz by MSMT Research Plan MSM 6383917201. The
hardware used in this work was partially provided by CESNET under project No.
119/2004.



32 Michal Fapg$o et al.
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Description
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Speaker identification

Male/Female recognition
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Audio/Video
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Fig. 1. The overall proposed design of the audio/speech search engine. Till now, only
the LVCSR search module is implemented.
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Fig. 2. Example of a word lattice

an optimized indexing system which is the core of each fast search engine is
necessary. The proposed system is based on principles used in Google [1]. Tt
consists of indexer, sorter and searcher.

2 Indexer

Word lattices generated by LVCSR are input to the indexing and search en-
gine. The lattices (see example in Fig. 2) are stored in standard lattice for-
mat (SLF) [4]. The indexing mechanism (Fig. 3) consists of three main phases:

— creating the lexicon
— storing and indexing lattices
— creating the reverse index

The lexicon provides a transformation from word to a unique number (ID) and
vice versa. It saves the used disk space and also the time of comparing strings
(numbers need less space than words).

Lattices are stored in a structure which differs from the SLF structure. For
each search result, not only the found word, but also it’s context has to be
extracted. It means that we need to traverse the lattice from the found word in
both directions (forward and backward) to gather those words lying on the best
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Lexicon Search index (hit list)

Y

word_ID  word
word_ID word [,

word_ID [cunfl position et
word_ID  word

conf2 position
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""--} word_ID jconfl position
[confz position

Fig. 3. Simplified index structure

path which traverses through the found word. As SLF structure keeps the nodes
separated from links, lattices are converted to another structure which stores all
forward and backward links for each particular node at one place. We also need
to assign a confidence to each hypothesis. This is given by the log-likelihood
ratio:

Ol (W) = Lo, (KW) + L7 (W) + Liger (KW) — LEsy, (1)

alpha

where the forward likelihood Lfﬁ;ﬁfa(K W) is the likelihood of the best path
through lattice from the beginning of lattice to the keyword and backward like-
lihood L{¥¢s"(KW) is computed from the end of lattice to the keyword. These

two likelihoods are computed by the standard Viterbi formulae:

Llesn(N) = LST(N) + LT (N) + min L3 (Np) )
L7 (N) = L (N) + L7 (N) + min LE () 3)

where N is a set of nodes directly following node N (nodes N and Np are
connected by an arc), Np is a set of nodes directly preceding node N. Li¢s"(N)
and Lﬁ”CST(N ) are acoustic and language-model likelihoods respectively. The
algorithm is initialized by setting LLyes” (first) = 0 and L7 (last) = 0. The
last likelihood we need in Eq. 1: Lf;é‘;ﬁ’” = Lﬁ;ﬁfa = L%}éﬁff is the likelihood of the
most probable path through the lattice.

3 Sorting and Searching Lattices

During the phase of indexing lattices, the forward index is created. It stores
each hypothesis (the word, it’s confidence, time and position in the lattice file) in
a hit list. Records in the forward index are sorted according to the document 1D
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(number which represents the lattice’s file name) and time. The forward index
itself is however not very useful for searching for a particular word, because
it would be necessary to go through the hit list sequentially and select only
matching words. Therefore the reverse index is created (like in Google) which
has the same structure as the forward index, but is sorted by words and by
confidence of hypotheses. It means that all occurrences of a particular word are
stored at one place. There is also a table which transforms any word from lexicon
into the start position of corresponding list in reverse index.

Searching for one word then consists only from jumping right to the be-
ginning of it’s list in reverse index, selecting first few occurrences and getting
their context from corresponding lattice. The advantage of splitting the index-
ing mechanism into three phases is that the second phase (storing and indexing
lattices), which is the most demanding, can be run in parallel on several com-
puters. Each parallel process creates it’s own forward index. These indices are
then merged together and sorted to create the reverse index.

The searcher uses the reverse index to find occurrences of words from query
and then it discovers whether they match the whole query or not. For all match-
ing occurrences, it loads into the memory only a small part of lattice within
which the found word occurs. Then the searcher traverses this part of lattice in
forward and backward directions selecting only the best hypotheses; in this way
it creates the most probable string which traverses through the found word.

4 Experiment

The system was tested on four AMI pilot meetings, each with four speakers and
total duration of about 1.9 hours. The recognition lattices were generated using
the AMI-LVCSR system incorporating state-of-the-art acoustic and language
modeling techniques [2].

For testing data of 1.9 hour, the lattices consist of 3,607,089 hypotheses and
36,036,967 arcs. Searching and looking for the context of 6 hypotheses takes
about 3 seconds. Although the system is not yet fully optimized, it produces
search results quite fast. Approximately 95% of time is spent on looking for the
context of the found word. It is possible to optimize this process with expected
increase of speed by 70-80%.

5 Integration into JFerret Meeting Browser and
Client/Server Architecture

JFerret [5] is a new multi-media browser for the AMI project! written by Mike
Flynn from IDIAP Research Institute. The browser is extremely flexible, en-
abling almost any user interface to be composed, using a combination of plug-
in modules. An XML configuration specifies which plug-in components to use,
how to arrange them visually, and how they will communicate with each other.

! Augmented Multi-party Interaction, http://www.amiproject.org
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Fig. 4. Search window with found hypothesis.

The JFerret plug-in for the search engine was implemented at Brno University
of Technology.

On the main screen (Fig. 4), the user can see (just as in other searchers on
the Web) a text field for inserting query word(s) and buttons to choose between
simple and advanced search. In the advanced mode, the user can narrow the
search by entering additional parameters such as name of the meeting, time
interval for search etc.

The results are presented as a sorted list of hypothesis. When a user clicks on
a hypothesis, a window with the particular meeting including all the available
information (audio, video, slides) is opened and the particular segment is played.
A list of hypothesis relevant to this particular meeting is shown as well (lower-
right panel in Fig. 5) so that the user can directly browse other occurrences of
the keyword. JFerret ensures the necessary synchronization of all information
streams.

Although the search engine can run as a standalone application on Linux or
Windows, it is more useful to run the search engine as the server. The commu-
nication is based on a simple TCP text-based protocol, so even a simple telnet
client is able to send a query to the search server. One of the advantages of using
JFerret as the client is that it can play audio and video data from a remote
server and also synchronize several audio/video streams. All the data including
audio/video files and indices can therefore be stored on the server.

6 Conclusion

We have presented a system for fast search in speech recognition lattices making
extensive use of indexing. The results obtained with this system are promising
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and the software already serves as basis for several LVCSR-keyword spotting
demonstrations. The system was extended by the possibility to enter multi-word
queries, and options to narrow search space (restriction for particular meetings,
speakers, time intervals). It was integrated with the powerful and flexible meet-
ing browser JFerret from IDIAP. The future work will address phoneme-lattice
based keyword spotting which eliminates the main drawback of LVCSR — the
dependency on recognition vocabulary [3], and methods for indexing of its re-
sults.
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Abstract. In what follows we are presenting the current state of an ongoing
research, which aims at differentiating between complements and adjuncts in any
Hungarian text by means of a finite state transducer. The basic idea behind our
method is that the case suffixes of NPs behave differently with respect to
compositionality. This means that if they are attached to adjuncts, the suffixes
bear always a meaning and this meaning is composed with the meaning of the
verb when creating a sentence. Conversely, the suffixes on complements do not
have any meaning on their own, instead the function of the whole NP is fully
determined by the predicate. From this follows that verbs with complements have
to be always listed in a dictionary, while adjuncts can be discribed by rules. In
fact, the rules we applied refer both to semantic and syntactic information, and
they output semantic labels attached to the NPs. These labels describe the role of
the NPs in the sentence. Throughout our work we invented three types of rules:
complement rules, referring only to the predicate, default-rules, referring only to
the features of the NPs, and non-default rules which apply to restricted sets of
predicates.

1 Introduction

The present paper describes a method for the automatic annotation of case-bearing NPs
in Hungarian texts according to their grammatical function. This work is embedded in
the major task of developing the Hungarian module of Intex [Silberztein, 1993], a
powerful corpus processing tool which, enhanced with language-specific resources
such as dictionaries and grammars, makes it possible to annotate large texts in real
time. Our syntactic grammars, applied with the engine of Intex, perform a shallow
syntactic analysis: they delimit the top-level constituents of clauses and identify the
relations between them. For doing so, we need to be able to tell apart phrases that
belong to the verbal argument structure from those which are attached to it as optional
adjuncts. This paper only deals with relations between top-level NPs and the verbal
predicate.

Contrary to the traditional approach which regards argument structure as a lexical
property of verbs, we provide case suffixes with functions and derive the grammatical
role of suffix-bearing NPs from the function of the suffix. The idea behind this
approach is that the difference between adjunction and complementness lies in a
difference of compositionality and productivity: while the occurrence of a complement
is limited to the clauses which contain its governing verb, adjuncts can be productively
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added to a set of (or any) predicates with the same meaning. From this standpoint,
complementness becomes a possible function of case suffixes, which can only be
fulfilled in a very specified context. Functions of case suffixes are captured by rules
that associate a grammatical role to an NP. Accordingly, those occurrences of case
suffixes which can be seized by rules without making reference to the lemma of the
predicate they occur with can be considered as adjuncts.

The grammatical roles that our rules associate to NPs are mainly semantic in
nature. However, the rules that attach these roles to NPs are conceived as sentence
formation rules which allow the use of the NP in the given context.

This paper describes our method for isolating the different functions of case
suffixes, and for creating and implementing the rules which govern their occurrences.
Our work results in a criteria system for telling apart complements from free,
productively used and compositional constituents. Moreover, our multilevel rule system
reduces the number of verbal complements and hence the size of the lexicon by
capturing more case suffix meanings by productive adjunction rules which contribute
to a deeper semantic interpretation of compositional structures.

The rule system itself is implemented in Intex: it is embedded in our finite-state
grammars, which, applied to a raw text, produce a simple XML output. This output
can, in turn, be indexed by Xaira, a corpus query tool. This tool chain would provide
means for the linguist community to annotate their own corpora and to construct and
run complex queries on its elements according to their grammatical function. For
instance, it becomes possible to formulate a query to retrieve NPs representing cause
and to subject their internal structure to a closer examination. Moreover, we believe
that rule-based NLP applications may also make use of our rule system: for example,
the semantic roles that our rules output can be of significant service to IE systems.

In what follows, we will outline some of the relevant characteristics of Hungarian
syntax [2], and present our viewpoint on complementness and adjunction [3]. In [4] we
discuss the treatment of the case suffix chosen for testing and evaluation, while [5]
describes the evaluation method and the first results.

2 Some Features of Hungarian Syntax

Hungarian is a highly inflective language with 18 cases and a (roughly) free word
order: this means that almost any ordering of the verb and its complements and
adjuncts is acceptable, although they yield slightly different interpretations. As
described in [E.Kiss 2002], in the neutral sentence verbal complements and adjuncts
follow the predicate within the VP. However, practically any of the verb’s complements
or adjuncts may be topicalized or focused, hence moved outside the VP. Furthermore,
verb modifiers, i.e. verbal prefixes, adverbs or bare NP complements also precede the
verb they modify. When parsing Hungarian texts, we have to face the difficulty that in
Hungarian, configurationality is used to express discourse functions instead of
syntactic functions, that is why it is impossible to determine dependency relations and
grammatical functions on the basis of constituent order. Thus, we have to abandon the
criteria of complementness relying on configurational information as in GB (on the
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basis of [Radford, 1988]), for example. On the other hand, Hungarian morphology is
very rich, hence we should make use of constituents’ morphological features, in
particular of cases, when defining complements and adjuncts.

Although we cannot gain information regarding complementness from constituent
order, we can use some of the criteria proposed by GB to tell apart the NPs of different
roles when inventing our rules. Even though — as we will see from the next section —
we reinterpreted the notion of complementness and adjunctness, these standards suffice
for our purposes. One such criterion is coordination: only two constituents of the same
type can undergo coordination. For instance:

[1]1 *“Jdnos beszennyezte a  sz0nyeget sar -ral és cipd -vel.”
John stained the carpet - ACC mud - INS and shoe - INS
* “John stained the carpet with mud and with his shoes.”

The sentence above shows that mud - INS' and 'shoe - INS' play different roles in
the Hungarian sentence, in spite of the fact that they both could be interpreted
semantically as the instruments of the staining event.

In accordance with the phenomenon described above, we supposed that if in a
Hungarian sentence there are two distinct NPs with the same case suffix, each of them
is attached to the predicate by different rules (where these rules assign different
semantic roles to the NPs in tandem with their diverse syntactical function). Consider
the sentence below:

[2]1 “Pdrizs - ban még bizta -m az apd - m - ban”
Paris - INE still trust- PAST - S1 the father - POSS1 - INE
“In Paris I have still trusted my father.”

In the example above the Hungarian counterparts of 'Paris - INE' and 'father -
POSSI - INE' own the same suffix in a well-formed sentence. According to us this is
because the NPs fulfill different roles in relation to the predicate. Consider the
following sentence:

[3] “2005 - ben Pdrizs - ban még bizta - m az apd -m - ban”
2005 - INE Paris - INE still trust - PAST -S1I the father - POSS1 - INE
“In 2005 in Paris I have still trusted my father.”

The sentence above arise a question that we will explain more elaborately in the
next section, namely, if our presupposition is true, how is it possible to construct a
well-formed sentence with two adjuncts that are not coordinated?

In what follows we are about to show that we need not divide the NPs into two
strict categories on the ground of their relation to the verb (i.e. complementness or
adjunctness). Instead we introduce a more gradual notion of complementness and
adjunctness.
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3 Baselines

The goal of our work is to make our syntax analyzer able to categorize all top-level
NPs in a text according to their role. For doing so, instead of using configurational
information we intend to use morphology, especially case feature as a marker of the
syntactic role. In terms of dependency grammar the NPs' role is identical to the relation
between them and the predicate. Our point of view do not contradict this approach —
however, what we try to do is to reduce the references to the predicate and capture as
many occurrences of NP+case structures by rules as we can. This means that we tried
not to see complements in their relation to the predicates, and we conceive the
predicate-argument function as one possible function that case suffixes may bear.

The case suffix can be defined as the rightmost inflectional suffix on Hungarian
nouns: it cannot be followed by any other suffix, and a noun can have only one case
suffix. According to these criteria, we can distinguish 19 cases in Hungarian. Our task
is to examine case suffixes and enumerate their possible syntactic and semantic
functions.

We found that there were two grammatical cases (nominative and accusative) that
could not have a default meaning and can only occur as verbal complements. These
cases have to be included in verbal valence structures. As for the other cases, we
supposed that they had their own syntactic and semantic properties that can be
described by general rules. Such general rules work as default rules, and they specify
one or more functions for the given case suffix. They may refer to semantic or syntactic
features of the constituent they appear in, but default rules may not refer to the
predicate. This implies that there may be more than one default rule for a suffix: e.g. its
default meaning may differ in correlation with the semantics of the NP's head noun
which bears the suffix. For example, the case suffix -ban (inessive case) indicates the
exact date if it appears on a constituent expressing time: it forms a regular adjunct of
time. Otherwise, it expresses location, and also forms a regular adjunct. This rule will
work as a default rule for the case suffix —ban, assuming that in absence of lexical
rules, the case is associated to these functions independently of the context.

The structures of the form [verb + case-bearing NP] which are not covered by rules
will be considered as verb + complement structures. They cannot be recognized by
general rules as the structure is not compositional: the role of the NP in relation to the
verb cannot be paraphrased without including the meaning of the verb. For example,
consider the sentence:

[4] “A  kozonség elhalmozta az elbado -t kérdések - kel.”
The audience overwhelmed the lecturerffACC] questions[INS].
“The audience overwhelmed the lecturer with questions.”

If the structure verb + NP[INS] was compositional, we could associate an abstract
label to the NP which would caputre its role without making reference to the predicate
of the sentence (e.g. location, manner, goal etc.). This seems impossible, as is shown by
the fact that we cannot formulate natural language paraphrases for expressing the
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relation between the predicate and the NP without including the verb itself or a
synonym of it.

On the basis of these considerations, sentence [4] can be classified as a clear
example of complementness — it has to be included in the corresponding entry of the
verbal valence dictionary as a lexically coded structure.

However, some structures in which case suffixes are used seem to be midway
between rule-based constructions and total lexicalism. This means that the function the
case suffix has in the structure depends on the semantic class of the predicate. For
example, the ablative case —f¢/ may have two functions: with movement verbs it marks
the starting point of a movement, with verbs that express a change in someone’s state,
it expresses the cause of the change. Thus, we can associate these functions to the case
suffix by means of two rules, each of them referring to the semantic class of the verbs
they occur with. We claim that adjunction is a totally productive process which works
independently of the predicate of the clause (the only constraint being the appearance
of a predicate which allows for the adjunction), while complementness is a lexical
property of individual verbal lemmata. As non-default rules are only productive with a
restricted set of predicates, it is not a trivial task to tell whether they relate to
complementness or adjunction. On the other hand, having a wider range of constituent
roles than the above-mentioned two categories has the advantage of enabling us to
account for the co-occurrence constraints that apply to NPs with the same case suffix.
If we affirm that a well-formed Hungarian clause cannot contain two or more NPs with
the same grammatical role expressed with the same case suffix unless they are
coordinated, then we have difficulties explaining the correctness of sentence [3], which
has two adjuncts of the same structure (NP+inessive case). This observation led us to
state as many roles for case suffix bearing NPs as there are rules for the given case
suffix: each of our rules outputs a different role label. Hence, we can simply state that
no clause can contain more NPs with the same role and the same suffix: in other words,
each rule may apply only once in a clause'. In sentence [3], one of the NPs in inessive
case is matched by a rule which marks it as a time-adverbial constituent, while the
other one is labelled as a constituent expressing location — this is why they are allowed
to appear together in a clause without being coordinated.

4 Establishing Verb Classes — An Example

After introducing the general principles which serve as the background of our research,
we are describing a concrete example. This example is the Hungarian instrumental case
"-vAl' ('-with"). In the case of the given nominal suffix we supposed that there were two
default rules — which do not refer to the predicates at all, while defining the NP's role
in the clause.

One of them is an associate rule. Here the NP with the given suffix represents a
participant of the event denoted by the predicate, where the participant has the same

1 NPs which are attached to the predicate with the same rule are necessarily coordinated.
Nevertheless, our syntax analyzer treats coordinated NPs as a single NP with two heads, thus
they do not require two applications of the same rule to be recoignized and labelled.
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role in relation to the main event as the participant referred by either the subject of the
predicate (if it has two arguments) or by the object (if there are three arguments). We
distinguished between the two rules on the basis of semantic features: if the NP owns a
“+HUMAN?” feature it is supplied with the additional feature role=ASSOCIATE by the
corresponding rule:

[5]1 '..a magyar politikusok itt véletleniil Osszeakadtak Berijaval, [ASSOCIATE a
nagy hatalmii szovjet miniszterelnok-helyettessel]...'
"...here the Hungarian politicians incidentally met Berija, [ASSOCIATE the

mighty Soviet deputy prime minister]..."

The other rule is an instrumental-rule. This means that the appropriate NP refers to the
instrument with which the relevant act is carried out. The only condition under which
the NP is assigned the default instrumental role is that it has to lack any semantic
feature.

[6] '..azok elott, akik keziiket [INS sajdt kommunista elvtdrsaik vérével]
mocskoltdk be.'
'...to those, who soiled their hands [INS with the blood of their own fellow
Communists].'

It is important to emphasize that in the examples above, we really did not refer to
the predicates. We made only use of the semantic features of the NPs under
examination. This correlates with the fact that the traditional way of considering
adjuncts really expects the meaning of the adjunct to be independent of that of the
predicate.

The default-rules have also another advantage. Using such rules enables us to
classify all NPs in the text with instrumental case. Considering the examples above,
neither predicate is listed in our vocabulary, still the default rules enable us to classify
the NPs in the sentences.

On the other hand — throughout the testing process — it turned out that we need
more default rules. We had to face that in Hungarian it is quite common that the NPs
with the instrumental suffix serve as adverbs. This function of the corresponding NP is
absolutely productive and in fact there are some cases when it seems to be hard to tell
apart adverbial NPs from instrumental ones. This is because adverbial NPs express the
mode of carrying out an action, while instrumental NPs refer to the instrument of that
action. Until we do not have syntactic criterion the two semantic contents can be easily
mixed up. This statment is illustrated by the example below:

[7] “Jdnos autoval  ment mozi - ba.”
John car-INS went cinema- ILL
“John went to the cinema by car.”
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Where the Hungarian counterpart of ‘car - INS' expresses the mode of the action
and the instrument of the action at the same time. The difficulty of telling apart mode
and instrument in such cases can be seen from the corresponding questions:

[8.a.] “mi - vel megy Jdnos mozi - ba?’

what - INS go-S3 John cinema -ILL
“With what does John go to the cinema?”

[8.b.] “hogy megy Jdnos  mozi -ba?”
how go-S3 John cinema -ILL
“how does John go to the cinema?”

As the wh-expressions show, [8.a.] supports an instrumental reading of [7], while
[8.b] an adverbial one (i. e. one which refers to the mode of the action).

As a first step to resolve this problem we relied on the presupposition that
especially nouns derived from adjectives or verbs are inclined to go in adverbial
position. Hence the input of our third default rule are words ending with '-sAg' and
"As' which are the most common deadjectival and deverbal derivational suffixes,
respectively.

Throughout the classification of NPs we used one more default rule which
assigned the attribute 'role = MEASURE' to the input text. This rule also relies on
semantic features — to be exact, in this case on two semantic features — on MEASURE
and TIME. An NP with such a feature and instrumental case is supposed to express the
measure of a change, or a measure of time between two events. For example:
'IMEASURE Hiisz évvel] ezel6tt' ([MEASURE Twenty years] before') or [MEASURE
Hdrom szdzalékkal] nott’ ('Increased [MEASURE with three percentage]').

Stating default rules we do not refer to predictable syntactic or morphological
alternations, since these alternations always allude to the predicate which would
contradict to the definition of default rules, according to which inputs of default rules
are exclusively properties the NPs in question.

As for non-default rules we have established the following classes. The first rule
we deal with is non-default instrument. What is the discrepancy between default and
non-default instrument rules? We have called an NP non-default instrument if the rule
refers not only to the NP but also to the predicate. Such a predicate is for example the
above mentioned 'beszennyez' ('stain'), where the predicate itself requires an
instrumental argument. Remember the difference between 'besszennyez sdrral' (‘stains
with mud') 'beszennyez a cipével' (‘stains with shoes') where 'sarral' and 'cip&jével' are
different instrumental arguments. One syntactic test to verify our hypothesis was the
coordination test, which in this case resulted in an ill-formed sentence (see [1]). Why
do we need to distinguish between default and non-default instrumental rules? Firstly,
as the synatctic tests show, there is a clear difference between them.

Secondly, when the non-default instrument rule matches a string, it excludes the
applicability of default rules, especially those that would assign a different role to the
NP in question.

Considering the non-default associate rule, the same questions arise as in the case
of instrument rules. The answer for the first one is that the difference between default
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and non-default associate rules is that while the former refers to a semantic feature of
the corresponding NP (i.e. it is +HUMAN) the latter do not rely on this information.
Actually, this discrepancy correlates with the fact that there is a verb class (e. g.
'veszekedik' - “quarrel”), where the NP with instrumental suffix in their argument
structure behaves always as an associate. For example:
[9] “Jdnos veszekszik az autd -val.”
John  quarrel - S3 the car - INS
“John quarrels with the car.”

This sentence — as opposed to [10] — has only the meaning that the car was a
participant in the act of quarrel not the instrument of it, although the Hungarian
counterpart of 'car’ lacks the feature +HUMAN.

[10] “Jdnos Mari-val  ment mozi - ba.”
John  Mary - INS went cinema - ILL
“John went to the cinema with Mary.”

'Mary' in the sentence above denotes an associate only if the presupposition holds
that it refers to a human being. Otherwise it would refer to an instrument.

Above we showd that the distinction between default and non-default rules is
theoretically and empirically also well-motivated. In what follows we are about to
describe the classification of NPs considering also the semantic and syntactic
characteristics of the predicate they belong to.

The next class we have dealt with is what we called 'change in mental state’ class.
This group consists of verbs such us ‘megdobbent' (‘astonish'), felidegesit' ('make sy
nervous'), 'megrémit' ('horrify'). The example below we use to represent the meaning of
this group, as it is in [12]:

[11.a.] “Jdnos megddbbentette Marit a hir - rel.”
John astonished Mary - ACC the news - INS
“John astonished Mary by telling the news.”

[12] CAUSEJanos, E), where E<news, CHANGE(S, S')> and CAUSE(news,S")

which means that John brought(CAUSE) a situation (E) into existence, and E is a two-
argument predicate, such that there is an x (news), which causes(CAUSE) a change in
Mary's mental state, namely a change from S into S'. The next question is how could
we verify synatctically these three semantic components (i.e. CAUSE, MENTAL,
CHANGE)?

The test we applied looked like this:

[11.b.] “A hir megddbbentette Mari - t.”
The news astonished Mary - ACC
“The news astonished Mary.”

[11.c.] “Mari megdobbent a  hir - t6l.”
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Mary astonished the news— ABL
“Mary was astonished by the news.”

We supposed that a verb belongs to this class if and only if it can undergo
systematically the syntactic alternations represented in [11.a.], [11.b.] and [11.c.].

As [11.a.] and [11.b.] show, the predicates belonging to this verb class have to have
at least one interpretation where the subject is non-agentive. Otherwise [11.b.] should
be ungrammatical, since the denotata of such subjects cannot carry out an action
voluntarily. This requirement is responsible for the fact that most verbs in this class —
not all, though — are mental verbs. (Note that all mental verbs with this argument
structure have a non-agentive interpretation.)

[11.c.] illustrates the necessity of the metapredicates CAUSE and CHANGE.
According to us one default meaning of the ablative case is the CAUSE of CHANGE,
where the change has to be a transition from a state info another state. There are two
arguments to support this thesis. The first relies on the English translation; the
elements of this verb class are inclined to be translated into English by perfective verb
forms. The structure in sentence [11c] cannot even be put in an imperfective form with
the same argument structure. This fact is in accordance with our expectation that
sentences with the perfective forms of these structures involve the complete transition
between two states, while imperfective forms express the process of transition, but do
not imply the end of this process. The other argument takes the observation as its
starting-point that there is a verb class with verbs such that the argument with
instrumental suffix represents the CAUSE as in the instances above, but there is no
transition between definite states which means that CHANGE predicate cannot apply:

[13a] “Az igazgato Jdnos -t  terhelte a feladat - tal.”
The director John - ACC burden the task - INS
“The director burdened with the task™

[13b] “A  feladat Jdnos -t terhelte.”
The task John - ACC burdened
“The task burdened John.”
[13c] “Jdnos terhelve van.”

John  burdened is
“John is burdened.”

[13d *“Jdnos terhelve van a  feladattol.”
John burdened is the task—- ABL
“John is burdened by the task.”

This semantical intuition is caught by the explicit criterion of the syntactical ill-
formedness of the sentence [13d]. As the counterexample demonstrates the
metapredicate CHANGE is distinctive, that is why we need it independently of
CAUSE.

An other predicate class consists of factive verbs. In Hungarian factive verbs are
morphologically marked. They are derived by means of the '-At', '-tAt' suffixes.
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[14] “Jdnos levdg - at-ja a hajdt a fodrdsz - szal.”
John cut- FAC - S3 the hair the hairdresser - INS
“John makes the hairdresser cut his hair.”

In semantical terms such a verb could be described as:

[15] CAUSE(ohn, E),where E<hairdresser, hair, ...> and SUBJ2(hairdresser, E)

This means that John brings an event (E) into existence, and this event has at least
two arguments, and the hairdresser is the subject of the verb which describes E.

Consequently, the instrumental argument of the predicate is the subject of the
factive predicate's base verb.

At the present stage of our work we have one more class, which we called theme.
We did not rely on additional syntactical information while defining this group, instead
we listed here those verbs that are typical in this respect.

The remainder verbs which allow for the appearance of a NP with instrumental
case but cannot be correctly described by any of the elaborated rules are considered as
verbs lexically governing a NP with instrumental case. This property has to be marked
in the corresponding entry of the verbal dictionary.

5 Implementation

The work flow started with the choice of the verbal vocabulary. It consists of the 2.800
most frequent verbs from the Hungarian National Corpus [Véradi, 2002]. This
vocabulary is being used for defining case suffix functions, forming the predicate
groups and coding valence. The way we go through the verbs is according to case
suffixes: we have chosen four frequent cases: instrumental (-vAl), dative (-nAk),
ablative (-#Ol) and sublative (-rA) on which detailed rule systems were elaborated. First
we determined default rules, because the creation of non-default rules presupposes the
existence of the default meaning. After that we examined and classified all the verbs of
the list according to the role that an NP with the given suffix may play in relation to
them. This process yielded the predicate groups which proved to be semantically
motivated and, as we expected, we found that many of them could be used for more
than one case suffix. As a last step, structures which are not matched by any of the
rules were coded as verbal complements in verbal dictionary entries.

The rule system was implemented as a part of the complex linguistic analysis
module for Hungarian within Intex [Vdradi, T. and Gdbor, K., 2004]. Intex is a
language processing tool which enables its users to provide large texts with linguistic
annotations at several levels of linguistic descriptions, such as morphology, syntax and
semantics. Lexical and morphological information are coded in dictionaries, while
syntactic patterns are represented by graphs. Intex compiles both dictionaries and
graphs into finite state transducers, hence its speed and efficiency in pattern matching.
Although its core is a finite state engine, it is enhanced by functions which give it the
descriptive power of a Turing machine.

The input of the automatic processing is raw Hungarian text, while the output
contains syntax-related annotation of the sentences. Lexical and morphological
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analysis relies on dictionaries. A dictionary entry is composed of a word form, its
corresponding lemma and morphological code, possibly enhanced by additional
semantic or syntactic information. The dictionaries we use for text processing contain
the 900.000 most frequent word forms of the Hungarian National Corpus, analyzed
morphologically by the Humor analyzer [Prészéky, G. and Tihanyi, L., 1996].

Linguistic analysis includes tokenization, sentence splitting, lexical and
morphological analysis, recognition of multi-word expressions and named entities (as a
part of the tokenization), and finally shallow syntactic analysis. Syntactic analysis in
turn is composed of several steps of grammar applications, and the cascaded grammars
refer to the output of previously applied ones. As the finite verb representing the
predicate is considered to be the central element of the clause and we assume that it
enters in dependency relations with (heads of) fully built phrases, the first task of the
analysis is to recognize these phrases. After phrase recognition, finite verbs are marked
as predicates. As we need to identify predicates' argument structures, the domain which
contains verbal arguments and free adjuncts has to be identified. This step is performed
by our clause boundary detection grammars [Gabor, Héja, Mészaros 2003]. Hereupon,
each step of the analysis is accomplished within the domain of the clause.

The implementation of the rule system requires as a preprocessing the annotation
of NPs and verbal predicates with their relevant properties used by the rules. First of
all, Intex dictionary entries are enriched with nouns' semantic and morphosyntactic
features (e.g. time, human, measure). On the basis of dictionary entries, recognized
NPs receive additional semantic attributes. In addition, verbal predicate classes were
marked up in the dictionary.

Among the elaborated case suffix rule sytems, we have chosen the instrumental
case for implementation and testing. The rules apply to all NPs in the text in the order
corresponding to their degree of specifity. The three specifity degreed we distinguished
were 1) complements (the highest specifity is due to the reference to verbal lemmata in
the rules), 2) non-default rules (which make reference to predicate classes), 3) default
rules. Application order of rules within the same group is not significant as they cannot
apply to the same NP.

6 Evaluation

The implemented rules were tested on a text which consists of two novels: “Abigél”
(1978) by Magda Szabd and “Leirds” (“Description”, 1979) by Péter Nadas. These
texts are parts of the Hungarian National Corpus. The testing process was followed by
the evaluation. The input text is “Nagy Imre élete és haldla” by Tibor Méray (“Thirteen
Days that Shook the Kremlin: Imre Nagy and the Hungarian Revolution”, 1958), a
12545-sentence novel which contains 191373 tokens: 130027 (26475 different) word
forms, among which 24914 were morphologically recognized and 1561 were unknown.

In the text we found 29855 NPs. As the main point of the evaluation is to examine
the efficiency of our approach and to decide on the possibilities of the future
improvement, we concentrated on precision values. Since our approach is a rule-based
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one, stating the reasons of improper hits enables us to improve systematically our
system.

The evaluation was made using a corpus query tool called Xaira (XML Aware
Indexing and Retrieval Architecture). Xaira was developed by Lou Burnard and Tony
Dodd and it is distributed by the Research Technologies Service at Oxford University
Computing Services.

As its name implies, Xaira was designed to enable queries on corpora consisting of
well-formed XML. This tool renders possible to compose complex queries,
furthermore to attach stylesheets to the results of those queries. Using these two
capacities of the software, we created a human-readable output which facilitated the
evaluation process.

Results

PRECISION NUMBER OF
HITS
complement 55,00% 127
rule factive 100,00% 1
rule cause 36,00% 11
rule theme 92,30% 52
rule associate 65,00% 76
default associate 61,60% 129

instrument
(rule and default) 42.37% 573
default mode (-As), (-sAg) 54,76% 168
default measure+time 88,09% 42

lexicalised
(6rommel, valosaggal...) 100,00% 59
59,57% 1238

Notes on results

Throughout the evaluation process we distinguished between default and non-default
associate rules, while the outputs of the default and non-default instrument rules we did
not count as separate values. This is because what we found is that the main source of
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the improper results is the high frequency of noun phrases with instrumental case
which serve as adverbs. Thus, the very difficulty is to distinguish between the adverbial
NPs and the instrumental ones. However, this problem do not arise, or at least is less
common among NPs categorized as associates. This is because the default associate
rule is applicable only if the relevant NP owns the feature +HUMAN, and the adverbial
NPs obviously lack this semantic feature. In the case of default and non-default
instrumental NPs we do not rely on any special semantic feature. That is why it is hard
to tell apart instrumental NPs from adverbial ones. In this respect they do not differ
from non-default rules, since the non-default rules have no obligatory arguments either
and the predicates they refer to can be also modified by adverbial NPs.

From the results we had to conclude that our future work has to concentrate on the
improvement of the vocabulary on one hand. On the other hand, since our rule-system
is a relatively high-level application, we have to exclude the mistakes originating from
the lower-level rules.
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Abstract. Levenshtein distance between two strings is defined as the
minimum number of operations needed to transform one string into the
other, where an operation is a character insertion, deletion, or substi-
tution. Sequence of edit operations needed to transform lemma into an
inflected word form can be applied to a broader class of words belonging
to the same paradigm template and can be used as a base for a word
form generator, providing an alternative for commonly used approach
based on word stem and suffixes conforming to an appropriate inflec-
tional paradigm.

1 Levenshtein Distance and Some Definitions

Levenshtein distance[1] is a metric defined on the space of strings as a minimum
number of Levenshtein edit operations needed to transform one string into the
other, where by a Levenshtein edit operation we understand insertion, deletion
or a substitution of a character. Levenshtein distance is commonly used in fuzzy
string comparisons and in evaluating word similarities.

Let S be a set of all strings. A Levenshtein edit operation e can be formally
described as e = (o, s,d) — a triple of operation type o, position in the source
string s and position in the destination string d, where operation type o is one of
replace, insert or delete. For replace or insert, the replacement/new character is
taken from the destination string. For delete, only the source position is relevant.

Sequence of edit operations ¢ = (e, ez, es, ...), together with the destination
string D, when applied to a string S € S defines a mapping function f : S +— S.
Empty sequence corresponds to identity function.

Let W be a set of all the word (i. e. all the word forms) in a given natural
language — be it a controlled (codified) subset of a language, language attested
in a corpus or an ambitious project of describing the “complete language”.!

The elements of W can be conveniently grouped into lexemes — subsets
according to (intuitively defined) grammar categories and semantic identities.

! Even if in in this situation the relation of “belongs t0” would not be clearly defined
and therefore we could not talk about a proper set.
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Words belonging to one lexeme have the same semantic meaning and differ only
in grammar categories. From each lexeme £ C W we choose one word form [ € £

and call this word form a lemma?.

To each word form w € W we can assign a set of grammar categories
Gy = {91,92,93, ...} (two or more such sets can be assigned to the same word
form, in case of homonymy). The exact categorisation into lexemes and grammar
categories is subject to different grammar theories and linguistic opinions and is
by no means fixed for a given language.

Let us define a bijective mapping G,, — Ty, from these sets of grammar
categories into short strings called tags. The set T of all defined tags is called
the tagset.

For a lexeme £ = {l, w1, ws,ws, ...}, each element of which has been assigned
one or more tags we define a tagged lexeme as a set of tagged word forms (tuples
consisting of a word form and a corresponding tag, w; = (w;,t;)):

‘CT = {(lvtl)a (wlat1>a (w27t2)7 }

Now for each tagged word form w! there exists a mapping function f; con-
sisting of Levenshtein edit operations such that f;(I) = w;. Set of mapping
functions {fo, f1, fo, ...} belonging to one lexeme defines a paradigm template.
Conveniently, mapping function fy maps lemma to itself. Let us take another
lemma [’. By applying each of mapping functions f; to the lemma I’ we get a set
of strings w;, = f;(I). If these strings w; are meaningful words from our language
w; € W and the set {w;} forms a lexeme £’ (or a subset of a lexeme), we say
that lemma !’ is inflected by the paradigm template of lemma /. Sometimes, in
order to get the full lexeme £’, we have to inflex lemma I’ by several paradigm

templates 1:
=Jc’
J

In natural languages, we can expect that the paradigm templates as described
above correspond to paradigms as used in common linguistic theories, and that
if the set of grammar categories is selected according to commonly used gram-
mar, inflections (as defined by our Levenshtein edit operations) of almost all the
lemmas in the language can be described by a small number of basic paradigm
templates. This can be an alternative to commonly used approach based on word
stems or root morphemes, suffixes and rule based inflections|2, 3]. It is obvious
that we need not to limit ourselves only to the inflectional morphology — the de-
scription above can be applied to any word form changes that can be described
in terms of basic forms, their changes and formal tags, for example it can be used
for derivational morphology, if we can find (derivational) inflection paradigms
and formalise the morphology categories.

% Strictly speaking, a lemma, might not be a part of language vocabulary, but be just a
potential form — see Slovak word posiel with a formal lemma péjst for a nice example.
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2 Technical Implementation

Our system is really just a morphology generator — for each lemma known to it,
it is able to generate all the forms, together with their respective tags. By putting
all the forms and tags with information about lemma into a database, the system
is able to work as a morphology analyzer — we just look up the analysed form in
the database and find out corresponding morphology tag and lemma.

The system consists of two logically disjunct parts. One part is responsible
for creating tables of paradigm templates and lists of mapping of all the lemmas
into appropriate paradigm templates. This contains also helper programs used
by linguists to create, evaluate and modify these tables and lists.

The second part is meant for end users queries and is nothing more than a
simple wrapper around the database query library, to facilitate the lookup.

The software is published under GNU General Public License[4] version 2
and can be obtained from the Slovak National Corpus WWW page®.

3 General Principles

All the texts, input and output in our system is done in UTF-8 encoding[5]. While
the whole system could in principle work in an 8-bit encoding, in order to evade
eventual problems with encodings we decided to keep all the data exclusively
in UTF-8. This means that all the files parameters and the output of all the
commands mentioned hence are in UTF-8.

Since it is a suffix morphology we are interested in, we need to count the
position for Levenshtein edit operations from the end of the words, so that words
of different lengths but sharing the same suffix inflections can be declined by the
same paradigm template, in order not to inflate unnecessarily the number of
paradigm templates. This is easily realised by reversing the input strings before
applying the edit operations, and by reversing the output obtained as the result
— all done transparently to the users.

Another little twist used to keep the number of paradigm templates down is
based on the observation that, at least in some Slavic languages, the orthography
often marks certain phonetic features implicitly. For example, palatalisation in
Western Slavic languages is marked either by special diacritics, or not marked
if a certain vowel follows. Since inflection suffixes often start with a vowel, the
overall visual effect is that of stripping diacritics from the last consonant of the
root morpheme during inflection. This means that we need at least as many addi-
tional paradigm templates as there are different possible palatalised consonants
at the end of lemmas, because for each of the consonants, the change “consonant
with diacritics” — “consonant without diacritics” is a separate Levenshtein edit
operation. Consequently, if we encode the diacritic sign as a separate character,
all the edit operations would converge to one, deletion of the diacritics. Fortu-
nately, this is exactly what the Unicode normalization NFD does|6]. Therefore,

3 http://korpus. juls.savba.sk
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we designed our system to work in NFD normalization internally, normalizing
user input into NFD before processing, and normalizing the output to NFC —
again, completely transparently to the user.

4 Format of a Paradigm Template

Paradigm templates are described in separate files, one file for one paradigm
template. The files have .par extension and are scanned recursively down to an
arbitrary deep directory structure — this makes it possible to conveniently groups
paradigm templates in subdirectories, for example according to commonly used
part-of-speech categories or first letters of a template name, or any combination
thereof.

Each paradigm template file is a simple text file in UTF-8 encoding. Any line
beginning with # U+0023 NUMBER SIGN is a comment and is ignored, empty lines
are ignored too. First non-ignored line contains either a single word — lemma of
the paradigm, that serves as a paradigm template name, or it contains two words
separated by a whitespace — first one is lemma, second one template name (more
templates can exist for the same lemma, in case of highly homonymous lexemes).
Template name is unique for a given template, two templates cannot have the
same template name. All the following lines have to begin with tag, followed by
colon, followed by a specific inflected word form for the given tag — or two or
more word forms separated by a whitespace, in case of several possibilities.

ucho ucho_2
# ucho: organ sluchu, arch. tvar G pl.

SSns1: ucho
SSns2: ucha
SSns3: uchu
SSns4: ucho
SSnsb: ucho
SSns6: uchu
SSns7: uchom

SSnpl: usi
SSnp2: usd usi
SSnp3: usiam
SSnp4: usi
SSnp5: usi
SSnp6: usiach
SSnp7: uSami

Table 1. Example of a paradigm template, with lemma ucho and paradigm template
name ucho_2. Note the stem change in plural and double form in genitive plural.
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5 Working with Paradigm Templates

Contrary to common trends, we have not designed our system to be a monolithic
application with a graphical user interface, but rather as a set of command line
utilities with a clearly defined functionality.

Paradigm template can be created either fully manually, with an ordinary
text editor, by entering all the tags and corresponding word forms, or by inflect-
ing the new paradigm template lemma by another, already existing template
and manually fixing the discrepancies.

Following commands are used to work with paradigm template tables and
lists:

mlv_decl lemma [template]
Inflex lemma and print all the inflected forms, using either given paradigm
template, or a default one if not given.

mlv__addpar new_template old_ template
Create a new paradigm template, using old_ template to inflex lemma given
as new_ template. new_template can be optionally given as a full path inside
the data directory, such as nouns/masculine/lemma.

mlv_learn
Read all the tables and prepare internal pickled dictionaries for further use.
It is necessary to run this command in order for any changes in the paradigm
templates or lists to take effect.

mlv__maketables
Prepare constant database tables.

6 Format of Paradigm Lists

A paradigm list maps all the lemmas from the language into paradigm tem-
plates. File containing paradigm list has .1ist extension, and similarly to the
paradigm templates, multiple files with paradigm lists are possible, in an arbi-
trary directory structure. Again, empty lines and lines beginning with # U+0023
NUMBER SIGN are ignored. Any non-ignored line contains lemma, followed by a
colon, followed by a name of paradigm template the lemma should be inflected
by. If a lemma can be inflected by two or more paradigm templates, it should
be specified more times.

7 Software Needed

As our preferred programming language is Python[7], the whole system was im-
plemented in Python and is a bit Python-centric. A reasonably recent python ver-
sion is needed, the system was developed with version 2.3. We used GNU /Linux
as our development platform, but the system should work on any reasonably
modern Unix OS.

To create and test paradigm templates, following software libraries and
python modules are needed:
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— python-levenshtein extension module,
http://trific.ath.cx/resources/python/levenshtein/

— cdb-compatible library[8], such as tinycdb,
http://www.corpit.ru/mjt/tinycdb.html

— python-cdb module,
http://pilcrow.madison.wi.us/

For end users, in order to access the database tables, only the cdb library is
needed for the C interface, and python-cdb for the python interface.

8 Structure of Constant Database Tables

There are four constant database tables created. First one lemma2forms.cdb
contains lemmas as keys, with inflected word forms as values. Second table
lemma2tagforms.cdb has again lemmas per keys, but the values contain tags to-
gether with inflected forms (as one string, joined by \t tabulator character). The
third table form2lemma. cdb contains inflected word forms for keys, with all pos-
sible lemmas as values for a given key, and the fourth table form2taglemma.cdb
has inflected word forms for keys and tags joined with lemmas as values.

9 CAPI

C-based searching is provided by a convenient library mlv_libquery. The library
intentionally mimics the usage of cdb library and provides following functions:

int mlv_init (char *table_file, struct cdb *cdb);
Initialises structure cdb, using table_file as a file name of table that
should be initialised. table_file should be one of "lemma2forms.cdb",
"lemma2tagforms.cdb" or "form2lemma.cdb", optionally with a path spec-
ification. Returns 0 on success or a negative value on error.

void mlv_free (struct cdb *cdb);
Releases internal structures holding information about an open table and
closes the file associated.

int mlv_findinit (struct cdb_find *cdbf, struct cdb *cdb,
char *key);
Initialises the searching structure cdbf to search for key string Returns
positive value on success, negative on failure.

int mlv_findnext (struct cdb_find *cdbf, struct cdb *cdb,
char *val, int maxlen);
Finds next (first if called right after mlv_findinit) matching key. Returns
positive value if a given key was found, zero if there are no more such keys,
and negative value on error. If the key was found, the value is put into *val,
up to the maxlen-1 characters, and the trailing '\0' is added to the string.

Code using the C library should include "mlv_libquery.h" and <cdb.h>
headers.
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#include <cdb.h>
#include "mlv_libquery.h"

void main(void) {
struct cdb cdb;
struct cdb_find cdbf;

char val[255];
int i;
char xkey = "mier";

mlv_init("form2lemma.cdb", &cdb);

mlv_findinit(&cdbf, &cdb, key);

while (mlv_findnext(&cdbf, &cdb, &val, sizeof(val)) > 0) {
printf("%s\n", val);

}

mlv_free(&cdb);
}

Listing 1.1. Get all the possible lemmas for a word mier — miera, mier, mierit

10 Python API

Python API is contained in the mlv_query module. The module contains one
class, M1vQuery, providing a dictionary-like interface. The class’ constructor
takes one parameter, file name of a constant database table. Class instance
supports get, has_key, __getitem__, __iter__, __len__ and __contains

methods. The __getitem__ method returns a generator iterating through all

the values bound to the key.

11 Limits

The system, as described here, can conveniently handle suffix changes. While
the prefix morphology can be in principle handled by Levenshtein operations, in
practice it means creating a new paradigm template for each lemma with differ-
ent length (since the positions of Levenshtein edit operations are counted from
the end of the word), and therefore vastly increasing the number of paradigm
templates. Of course, for a hypothetical language with prefix-only morphology,
the system works well, if we remove the word reversing. However, for natural
languages with mostly postfix morphology and only limited prefix morphology*,

4 For example, prefix morphology in many Slavic languages is limited to creating
superlatives with the use of prefix naj-, nat- and verb and adjective negation with
ne-, He- or similar prefixes, often even masked by orthography and written separately.
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from mlv_query import MlvQuery

q = MlvQuery("form2lemma.cdb")
print len (q) # number of entries in the table

for lemma in g["mier"]:
# output 4s mier miera mierit
print lemma.encode("utf-8"),

# test if word "mierou” ¢s in the table
print ¢.has key("mierou") # True or False
print "mierou" in q # the same as above

for word in q: # print all the word forms in the table
print word.encode ("utf-8")

Listing 1.2. Example of the Python API

the recommended way is to use a separate rule-based algorithm to deal with
prefixes.

The system is suitable especially for languages that have reasonably complex
suffix morphology with a reasonably large set of basic paradigm templates — a
prime example of this are Slavic languages. In fact, we are deploying this system
for Slovak language.

The system does not handle compound morphology. For languages having
rich system of compound morphology (e. g. German), the system is suitable only
to describe morphology of core vocabulary, and the compound word analysis has
to be taken care of separately by other means.

For languages with mostly template morphology (Arabic, Hebrew), the sys-
tem could be conveniently used if the word stem changes can be regularly de-
scribed in terms of positions of changed graphemes, counted from the end of the
word — both Arabic and Hebrew probably satisfy these requirements.

For agglutinative languages (Hungarian, Finnish, Turkish), the situation is a
bit different. These languages tend to have very regular morphology, but thanks
to the agglutinative nature, each lemma has a huge number of possible forms.
Therefore, contrary to the situation of fusional languages, agglutinative lan-
guages would require to write huge paradigm templates, but on the other hand,
the number of paradigm templates would be quite low — so the system might be
quite usable here. However, thanks to the regularity of agglutinative morphol-
ogy, it might be in fact less demanding to use rule-based algorithmic approach
to the morphology analysis.
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Abstract. Manual morphological text annotation is indisputably an important
part of building a framework of NLP tools used in corpora construction. From
2004 to 2005, the complete text of Orwell's 1984 novel, some Slovak Wikipedia
texts and some newspaper articles have been annotated. In the paper we present
the methodology used in manual annotation and correction of annotated data,
and the discussion of obtained results.

Manual morphological text annotation of the Slovak National Corpus is a part of an
intense work made as a part of constructing a corpus. It represents another processing
of corpus data, providing rich information about language and its usage. The
importance of exact manually annotated data for subsequent computer processing of
morphology is indisputable. For that reason during the years 2003 — 2005 a great
attention has been given to this phase of corpus construction.

During the introductory phase (in 2003) after the first theoretical discussions[1]
about morphological tagging a tagset described in [2] has been designed.

The second phase, a manual annotation (2004 — 2005) started after confrontation
with a real text material, using the annotation rules described in [3]. From February
2004 to June 2005 a manual lemmatization and tagging have been carried out using the
complete texts of the Orwell’s novel 1984, samples from InZine (internet magazine),
Wikipedia (internet encyclop®dia) and SME (daily newspaper). The annotation was
done by students of the Faculty of Philosophy, Comenius University, Bratislava. The
number of students varied from 2 at the beginning to 11 at the end. Though manual
annotation is a time-consuming work, following texts containing 215 000 tokens have
been annotated: Orwell’s 1984 (102 000 tokens), Slovak Wikipedia (50 000 tokens),
SME daily (about 21 000 tokens), internet magazine InZine (more than 42 000 tokens).

The paper deals with our experiences with manual annotation acquired during
annotation of Orwell’s novel /984. Attention is also paid to the description of some
fundamental methods applied to correction and finalization of manual annotations.
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The files being annotated are conforming to XML TEI XCES standard[4]. We have
created a GUI program written in python-gtk, using ElementTree library to parse and
modify the XML files[5], used to manually annotate the files, called Anno. The
program displays list of words (tokens) in the file, and for each selected token a list of
possible lemmas and tags. The user either selects a corresponding pair of lemma and
tag (disambiguation), or if none are provided or suitable, he/she can enter or fix the
lemma and tag directly.

N -4 Anno <2> |E|E||§|IE|

Eile Help

= 5 x =]

Open Save Close Quit

Orth ﬂ Base Ctag

jasny

ale .......

{Baol jasny , ale chladny aprilowy
defi a hodiny odbijali

aprilowvy trindstu . S bradou pritlagenou na

chladny

def prsia , aby sa
chranil pred dotierawvym vetrom ,
d | (Winston Smith preklzol rychlo cez | |=|

word 0 of 52
I

Fig. 1. Anotation tool Anno

At the beginning the annotation speed was about 80 tokens per hour, but after the
annotation tool has been tuned according to the requirements of the annotators, a
remarkable acceleration of the annotation (up to 200 — 250 tokens/hour) occurred. The
possibility to work with automatically pre-tagged texts has been extremely
advantageous. Pre-tagging has been done by using the morphological tagger described
in [6], with combination with the TNT statistical tagger[7] trained on already annotated
texts. Consequently, the annotators needed to focus their attention only at verification
and correction of lemmas and tags. This significantly increased the accuracy of a
manual annotation. At the beginning it was 84 per cent (partly due to changes being
made in the tagset specification and annotation principles). After transition into a new
annotation tool the accuracy of manual annotation increased to 92 per cent.
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Each annotator was given a part of the novel 1984, at the beginning in chunks of
text containing about 100 — 200 words, later expanded to 500 and more words.
Completed parts have been gathered into a single-unit text, which became a subject of
verification and unification of various token interpretations. During the first annotation
phase (first 20 000 tokens) each annotator obtained one chunk of text, and then the
whole text was checked by a linguist responsible for morphological annotation. Out of
the corpus with 21 500 tokens there were 2 952 mistakes (14 per cent of the annotated
text) detected. However, this method turned out not to be very effective because of its
slow speed (1000 — 1200 tokens/day) and a high demand put on the linguist. Moreover,
with increasing the text length the percentage of unspotted mistakes was increasing.
Later, if was found out that 350 mistakes and incorrect interpretations (1.6 per cent of
the annotated text) have not been detected.

However, later we used the method used when annotating the texts in the Prague
Dependency Treebank — each file is annotated by two persons and results are
automatically compared and subsequently checked and disambiguated only by one
annotator[8]. Consequently, in the following phase the text samples have been given to
two annotators and we focused on correcting just the differences in the annotation, with
the use of command line utility di f f xces. py, providing a diff(1)-like comparison
of two XCES files.

1 Odkialsi odkialsi Dx
Odkialsi odkialsi PD
17 Kavy kava SSfs2
Kavy kava SSfs2x:r
21 sa sa R
sa sa Z
47 akoby akoby oY
akoby akoby )
85 byt byt VIet+
byt byt VKe+
107 jedine jedine Dx
jedine jedine T
124 na na Eu6
na na Eu4d
153 aj aj ]
aj aj T
160 * * #
* * VA
186 vacsmi vacsmi Dx
vacsmi vela Dy

Table 1. Example of output of comparing two XCES files
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Unfortunately, this method also turned out to be inconvenient, because often the
detected errors had origin in an insufficient practical morphological skill of one of the
annotators (it is represented by 1118 tokens out of 15 061 tokens and it makes 58 per
cent of detected differences). We needed just to have the text annotated by a different
annotator and then verify only his/her annotation. Moreover, a comparison of
controversial cases and correction of those which really required it (from original 1921
differences only 803 ones required correction) has been a time-consuming work.
Accordingly, results indicated the effectiveness of manual annotation up to 95 per cent.
On the other hand, many mistakes have not been detected because annotators often
made the same mistakes. These misinterpretations occurred especially in cases of part-
of-speech homonymy — conjunctions and particles, adverbs and particles, in cases of
wrong indication of homonymous nominative and accusative, genitive and accusative
and similar grammar categories. In the sample the number of non-detected mistakes
was 387, i. e. about 3 per cent of all the tokens. This kind of mistakes is typical of
Slovak language grammar analysis, regardless of the linguistic level of the person
doing the analysis — from elementary school pupils up to the university students. This
reason reduced the annotation accuracy down to 92 per cent and was the main reason
for the fact that a comparison of two annotations eliminates on average only 67 per
cent out of all mistakes, the remaining 33 per cent is not detected.

Third phase of a final verification after various experiments started in January
2005. We made use of additional semi-automatized verification tools, to check out the
annotated files. However, these tools have to be supplemented by a manual correction
anyway. Each tool was designed to check out one specific class of mistakes. Our
verification process included three phases:

I* phase, using tool named checkxcest ags. py: removal of superfluous
whitespace in lemmas (in the table below tokens number 267 and 2932), automatic
checking of correct tag length and correct combination of characters in tags, e. g. a
missing tag (token number 11637), an unknown tag (token number 7818), a missing tag
for the level of adjectives (token number 1333), a missing tag for the congruence in
gender of -1- participle (token number 503), an unknown tag for the category (token
number 5856), a redundant tag (tokens number 126 and 3057), missing tags for
categories (token number 2990), inappropriate gender for the given pronoun type, or
person of verbs (tokens number 651 and 2500), wrong type of paradigm (token number
3332):
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126 nejakej

267
503
651
1333
1456
2500
2932
2990
3057
3332
5856
6057
7818
11637

W

bola

mi

tucéné

su
zazili
niekolko
deviatich
ich
pohra
slizia
II

’

nejaky

byt

ja

tuény

byt

zazit
niekolko
devat

on

pohrat VKmsc+
slazit VKepci+
IT

’

PAfs6ox
Z
VLlesc+
PPms3
AAfp4
VKefp+
VLdpbm+
Z

PU
NUip2w
PPmp4

Bad

length

Spaces in lemma/orth

Bad
Bad
Bad
Bad
Bad

length
gender
length
number

gender

Spaces in lemma/orth

Bad
Bad
Bad
Bad
Bad
Bad
Not

length
length
gender
aspect
length
POS

string

This method made it possible to eliminate some repeating mistakes and obvious
incorrect interpretations of tagging manual. The tool is based on some general
properties of certain grammar categories encoded in the tag. Out of all the mistakes,
28% were corrected in this phase.

2™ phase: We generated lists of unique triplets (token, lemma, tag) from the text,
using tool named cesst at -t ab. py. We then sorted the list either by lemma or by
the tag, thus making it possible to easily spot any discrepancies. This phase decreased
significantly tag assignment inconsistency, most notably mistakes with wrong
indication of paradigm, gender, case or number. Overall, we corrected about 31 % of
all the mistakes using this method.
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Lemma Token Tag Correction
akoby Akoby ) tag oY
akoby akoby oY

blizky blizsie AAfplx tag AAfply
blizky blizsie AAnsdy

byt bude VBesc+

byt bude VKesc+ tag VBesc+
cely celé AAnsdx

cely Cely AAnsdx tag AAis4dx
co co PD tag PFnsl
¢o co PFnsl

dav dav SSis4

dav dav SSmsl tag SSisl
do do Eu2

do do Eu4 tag Eu2
hladiet hladelo VLescn+

hladiet hladiet VId+ tag VIe+
indicky Indicky AAisdx

indicky Indického AAis2x:r tag AAis2x
iny inych ARAMpP2x tag PAmp?2
iny iny PAms1

katharine Katharine SSfs4:r tag SUfs4:r
katharine Katharine SUfsl:r

kazdy Kazdé PAns4

kazdy kazdého NAns2 tag PAns?2
nedefinovatelny |nedefinovatelnymi Gtip7x tag AAipTx
nedefinovatelny |nedefinovatelného AANsS2x

niekolko niekolko NUns4 tag PUns4
niekolko niekolko PUns4

otvoreny otvoreny Gtisidx

otvoreny otvorenou AAfsTx tag Gtfs7x
predtym predtym Dx

predtym predtym PD tag Dx
prsia prsia SSfp4 tag SSnp4
prsia prsia SSnpl

winston Winstona SSms2:r

winston Winstonom SSms7 tag SSms7:r

Table 2. List of triplets sorted by the lemma
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Tag Lemma Token Correction
AAmplx bezpecny bezpecéni

AAmplx mlady mladi

AAmplx mlady mlady tag = AAmslx
Dx celkom celkom

Dx celok celkom lema = celkom
Eu6 v v

Eu6 v Vo tag = Ev6
Gtfslx pretat pretatéa lema = pretaty
PAis7 ktory ktory tag = PAisl
PAis7 nejaky nejakym

PAis7 niektory niektorym

PAis7 nijaky nijakym

PFmpl ten ti

PFmpl ten tych tag = PFmp2
SSfs4 zdkonnost zdkonnost

SSfs4 zdlezitost zdlezitost

SSfs4 zdlezitost zdleZitosti tag = SSfp4
SSms1l pan pan

SSms1 pan péana tag = SSms2
VIie- neciviet neciviet

Vie- neexistovat neexistoval tag = VLescm-—
VIe- nemysliet nemysliet

VKdpc+ pobit pobiju

VKdpc+ podarit podari tag = VKdsc+
VKdpc+ pokazit pokazia

VKdsc+ vybrat vyberie

VKdsc+ vyCistit vyCistim tag = VKdsa+
VKdsc+ vydobit vydobije

Table 3. List of triplets sorted by the tag

After the final text sample (about 40 000 tokens) has been corrected, this

verification method has been replaced by a method of generating only a list of those
triplets (token, lemma, tag) that did not occur in previously corrected texts. A pair of
tools have been used for this purpose. The first one, make3.py, makes a pickled list
of all existing triplets from the XCES files given as parameters to the program, and
subsequently the second program, check3.py loads the pickled list and prints the
triplets that are present in a XCES file given as a parameter but that are not present in
the pickled lists. The annotator then verifies only these suspicious triplets. This phase
had significantly reduced the number of  inconsistencies including token
interpretations and some mistakes not detected during a routine check.

3" phase: quick visual check of annotated text, using annotation tool.

In this phase the attention was focused upon mistakes where the correct grammar
categories can be found out only taking into account context of the word (case, person,
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part-of-speech homonymy). The speed of this checking was about 1500 — 2000 tokens
per hour and remaining 41 per cent of all mistakes were removed.

After implementation of the presented verification model from January to June
2005 more than 102 000 tokens were checked and corrected, i. e. the whole Orwell’s
novel 1984. Currently, the Slovak National Corpus uses this methodology for
verification of further manual morphology annotation. In our opinion, this system
proved to be able to provide positive results and improved texts verification. Its
advantages could be seen especially in an implementation of semi-automatised
methods that interactively (along with the manual control) participate in detecting
ambiguities of manual annotation.
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Abstract. Paper describes some works in the area of computer linguistics at the
Department of Computers and Informatics (DCI), Technical University of KoSice
(TUKE). It presents algorithm and set of regular expressions for adjectives
compare. More precisely papers presents database model of word database with
morphological information, suitable for stemmer implementation, including
actual content of database. As a last part, paper presents project Synset Builder —
experimental tool for building English-Slovak synsets based on the WordNet
database, its theoretical foundation and future developments.

1 Introduction

There were some works regarding computational linguistics done at the DCI TUKE
during several last years, as presented at the workshop Slovko "03. In the last two years
we have started several new projects both based on the previous experience and some
external requests and inspiration.

Among such projects are — comparison of adjectives based on the regular
expressions, project of morphological database of Slovak language, transcription of
information presented in the numerical form to textual form and project Synset Builder.
Mentioned projects will be presented more deeply in the next sections.

2  Comparison of Adjectives Based on Regular
Expressions

Comparison of adjectives for Slovak language is specified in the comprehensive form
in several linguistics sources, i.e. [PSP92], [KSSJ97]. In the literature dealing with
morphology (i.e. [Dvonc66]) set of rules for adjective compare can be found, but these
rules cannot be expressed algorithmically.

To building morphological database of Slovak language (see bellow), we decided
to store full words in the database, without using algorithmic approach. However, to fill
the database, we use, if possible, algorithmic approach to generate word, together with
their attributes.

Generally, according literature, 2™ declesion of Slovak adjective is formed by
adding suffixes -§{ and -ej${ to the root of the word. However, there are plenty of
exceptions and irregularities in this process (i.e. word “biely” which is compared to
“belsi”).
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The decision was to use regular expressions to select group of adjectives, which
compare in the same way and specify the way of their compare.

Regular expressions. Regular expressions are pattern-matching expressions. They can
be quite complex, but for our purposes small set of rules were sufficient. For readers, to
understand specified rules, we briefly summarize them.

— List of characters is a regular expression (i.e. “expression”).

— Square brackets specify any character stated in the brackets can be at the
position of brackets (i.e. “a[bc]z” specifies strings “abz” or “acz”).

—  Character “*” as a first character in the square brackets mean “any other
characters, as stated” (i.e. “a[*b]c” specifies any tree-letter character,
except "abc”).

—  Character “$” means end of line.

A

—  Character as the first character means the beginning of the line.

Designed set of regular expressions consists of ordered 3-tuples (RE, #, suffix), where
RE is regular expression for matching the word, # is the number of characters, which
have to be stripped from the end of the word and suffix is the suffix added to stripped
word. At this time we develop the set of regular expressions for adjective ended by
“-y/y”. The most of the words is matched by the expression

(“[beédfghjklmniipqrssttvxzz][cédfghjkmniipgssttvxzz][yy]$7,1,”ejs)

which is stated at the end of the set. In front of it, there are several groups of 3-tuples
which serves for treatment of exceptions (i.e. adjectives ended by “-py”, “-dy”, “-ry”
etc.):

/Ity

("skory$",1,781”),

("stary$",1,7°81”),

"y§18",1,%ej5),

("rlyy1$",1,7ejs1”),

// my

("strmy$",1,781”),

("mlyy]$",1."ej30™),

/I dy

("mlady$",1,751”),

("[eur]dy$",1,7517),

("dlyg$". 1. ej3).

Beginning of the set consists of the 3-tuples given mainly for full-words exceptions:

("Ajeden-jediny$",0,”),
(""krésny$",0,’”’),
("Aprimal}'/$",0,””),
(""dObr}'ffB",O,””),
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(‘[psllang$". 1”30,

LN

("NFivg$",1E),
("Mplny$",1,781),
("Mpoloplny$",1,”8i"),
("hrozyplny$",1,7§0),

("plnyS"1,"€ji"),

Generated compared adjectives were validated by the MS-Word spellchecker. Next
step validation is planned to be carried out by linguists.

3 Morphological Database of Slovak Language

For reduction of dimensionality of various type of classification tasks for Slovak texts
stemmer of Slovak words is required. There are several projects, which less or more
publicly declare availability of Slovak morphological database, which can provide data
necessary for stemming. We can mention IStemSK [www02] provided by Forma s.r.o.,
project AJKA [wwwO03] adopted to Slovak language and used in the project of Slovak
National Corpus, or project MORFEO [www04]. But no of these databases is publicly
available. This situation leads to decision to build publicly available morphological
database [wwwO06].

<2 http:/ fruzin.fei.tuke.sk/cg —1O] =|
Soubor  Upravy Zobrazic  Oblibené ”| o
L = W A, >
Q» - Q- [x] @ W
Adresa Iéj http:,l',l'ruzin.Fei.j Prejit | Odkazy **
Hfadang slava|otoa
 Lemma  Lexemma| H/208)
Eozdirené vyhladdvatie
||_|_|@ Internet 4

Fig. 1. Search option in the morphological database

Because of lack of linguistic support at the time the decision was made, we decided
to design and implement flexible data model of our database to have an opportunity to
store additional attributes of words in the future.

The system was implemented as a semestral work. Data was used from the
previoius projects. The illustrative output from the database is presented in the figures 1
and 2.
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ruzin.fei.tuke.sk/cgi-bin.sp/vypis.cgizclem=17107&ROWID o [m] [
Soubor  Upravy  Zobrazic  oblbené  Méstroje  MapovEda |http:,f,l'ruzin.Fei.tuke.skjcgi—bin.sp,l'vlypis-.cgi?lc
Q= - - x] & & | - Hedat ' Cbibens (%) | L BF- >
Adhesa [{€] httpfruzin.Fei tuke. skjca-bin.spfvypis. coitclem=171076ROWID=1dmit=120 v | [£J Preiit | okazy >
. . . =
o, DO ERM ZAM CISSLO PRI FRE SPO CASCIT Véetky
AABCCDDEEFGHIINKELEMNNOOERRQISTTUOV XY 2 2 Vietky
Lemama
|otec Podstatné menn Mugsky Hrdin Ml
Lexetd
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|otea |Podstatné xeno Mussky Hudina Jednotus Genitiv |1
loteovi |Podstatns meno Muisky Hrdina Jednotns Datfv |1
|otea |Podstatné xeno Mussky Hudin Jednotns Aluzatiy |l
otcovi |Podstatns meno Muzsky Hrdina Jednotné Lokal |1
loteom |Podstatné meno Mussky Hrdina Jednotns Indtrumentsl it
oteovia  [Podstatns weno Muzsky Hedina Muogné Noninativ |1
|oteov |Podstatng menn Mussky Hedina WMnofné Genitfv |1
lotcom  [Podstatns meno Muzsky Hedina Mungns Datfy |l
|otcov |Podstatné meno Mutsky Hrdina Mnogné Akuzatir |1
|oteach |Podstatné meno Mussky Hrdina Inogng Lokal (T
otcami  [Podstatns meno Muzsky Hrdina Mnogné Instrumentdl |1
=
[&] Hotova [ [ | |¢ reemet v

Fig. 2. Result of search

4 Synset Builder

Project EuroWordNet [wwwO05] covers several European languages. However, it lacks
Slovak language.

The aim of the Synset Builder [www06] project was to evaluate possibility to find
Slovak equivalents to foreign words using available on-line dictionaries. During the
project we decided to use the WordNet database, where the senses of the words are
documented. Use of several on-line dictionaries for translation was also proposed.

Our approach use intersection of translation of words from synsets stated in the
WordNet database to find out relevant Slovak words equivalent to the synset sense.
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Proposed approach is language independent, what we demonstrated by including Czech
on-line dictionary to the project. It gives us opportunity to build (to some extent)
Slovak-Czech dictionary based on WordNet senses.

Project was implemented as a diploma thesis and illustrative output is presented in
the figures 3 and 4.

2} Synsets Builder v1.0 - Microsoft Internet Explorer

soubor  Upravy Zobrazit Oblbené  Mastroje  Mapowéda |k

ez.:ét - ov E] @ ©|leedat %Obh‘bené ®| @v %v L) @ 3

Adres. httpeffruzin. Fei. buke.skf~laposp! ﬂ PFejl't Odkazy **

& [ T T e mternat /z

Fig. 3. Synsets for word “computer”

5 Conclusion and Future Work

Presented paper is a short description of the current projects carried out at the
Department of the Computers and Informatics at Technical University of KoSice.

The project “Comparison of Adjectives” needs linguistic validation. After that, we
plan to use it as a source of data for the morphological database.

The project “Morphological Database” needs linguistics validation also. But
because of large database we plan to use some automated validation with subsequent
human validation.

The last project “Synset Builder” suffer from quality of data in the on-line
dictionaries and/or even more from lack of availability of various different dictionaries.



72  Jan Gendi

We plan to evaluate our approach using “multilayer” dictionaries — dictionaries
generated using one or more “internal” translations to get final translation (i.e. to get
English-Slovak translation, we plan to use i.e. English-German-Slovak translations).

3 Synsets Builder ¥1.0 - Microsoft Internet Explorer

Soubor  Upravy  Zobrazit  Oblbené  Mastroje  MapowSda | #
Qos - Q) - %] 2] ©|leedat /"¢ oblens ®| - - @ 3
Adresa I@http:,l’,l’ruzin.Fei.tuke.sk‘l'~laposp,l’ j PFejit | Odkazy **

@ Hotavo l_ l_ l_ l_ l_ |. Inkernet 4

Fig. 4. English, Slovak and Czech Synsets
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Abstract. The present study discusses a possible theoretical model for
grapheme frequencies of Slavic alphabets. Based on previous research
on Slovene, Russian, and Slovak grapheme frequencies, the negative hy-
pergeometric distribution is presented as a model, adequate for various
Slavic languages. Additionally, arguments are provided in favor of the
assumption that the parameters of this model can be interpreted with
recourse to inventory size.

1 Graphemes and Their Frequencies

The study of grapheme frequencies has been a relevant research object for a long
time. From a historical perspective, only a small part of the studies along this
line have been confined to the mere documentation of grapheme frequencies,
considering this to be the immediate object and ultimate result of research.
Other approaches have considered the establishment of grapheme frequencies to
be the basis for concrete applications. In fact, relevant studies in this direction
have often been motivated or accompanied by an interest in rather practical
issues such as, for example, the optimization of technical devices, the structure
of codes and processes of information transfer, crytographical matters, etc.

A third line of work on grapheme frequencies has been less practically and
more theoretically oriented. In this framework, research has recently received
increasing attention from quantitative linguistics. As compared to the studies
aoutlined above, the focus of this renewed interest has shifted: In a properly
designed quantitative study, counting letters (or graphemes), presenting the cor-
responding absolute (or relative) frequencies in tables, or illustrating the results
obtained in figures, is not more and not less but one particular step. In this
framework, data sampling is part of the empirical testing of a previously estab-
lished hypothesis, motivated by linguistic research and translated into statistical
terms. The empirical testing thus provides the basis for a decision as to the ini-
tial hypothesis, and on the basis of their statistical interpretation one can strive
for a linguistic interpretation of the results (cf. Altmann 1972, 1973).

Providing and presenting data thus is part of scientific research, and it is a
necessary pre-condition for theoretical models to be developed or elaborated. As
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far as such a theoretical perspective is concerned, then, there are, from a his-
torical perspective (for a history of studies on grapheme frequencies in Russian,
which may serve as an example, here, cf. Grzybek & Kelih 2003), two major
directions in this field of research. Given the frequency of graphemes, based on
a particular sample, one may predominantly be interested in

1. comparing the frequency of a particular grapheme with its frequency in an-
other sample (or in other samples); the focus will thus be on the frequency
analysis of individual graphemes;

2. comparing the frequencies of all graphemes in their mutual relationship,
both for individual samples and across samples; the focus will thus be on
the analysis and testing of an underlying frequency distribution model; this
approach includes — if possible — the interpretation of the parameters of the
model.

In our studies, we follow the second of these two courses. We are less inter-
ested in the frequency of individual graphemes. Rather, our general assumption
is that the frequency with which graphemes in a given sample (text, or corpus,
etc.) occur, is not accidental, but regulated by particular rules. More specifically,
our hypothesis says that this rule, in case of graphemes, works relatively indepen-
dent of the specific data quality (i.e., with individual texts as well as with text
segments, cumulations, mixtures, and corpora). Translating this hypothesis into
the language of statistics, we claim that the interrelation between the individual
frequency classes is governed by a wider class of distributions characterized by
the proportionality relation given in (1):

Py~ g(@) Py, (1)

relating a given class to previous classes, or by a partial sums relation, thus
relating a class to the subsequent classes.

Thus, as opposed to studies focusing on the frequency of individual graphemes,
the accent is on the systematic relation between the frequencies of all graphemes
(or rather, the frequency classes) of a particular sample. Research thus is inter-
ested in the systematic aspects of frequencies, concentrating on the (relative)
frequency of the most frequent grapheme, as compared to the second, third, etc.
It is thus the study of the rank frequency distribution of graphemes in various
texts and languages, which stands in the focus of attention. The objective is the
theoretical modeling and mathematical formalization of the distances between
the individual frequencies, irrespective of the specific grapheme(s) involved. Con-
sequently, the procedure is as follows: If one transforms the raw data obtained
into a (usually decreasing) rank order, and connects the data points with each
other, one usually obtains not a linear decline, but a specific, monotonously de-
creasing (usually hyperbolic) curve. The objective then is to model the specific
form of this curve, and to test, if the frequencies in different samples (i.e., the
specific decline of the frequencies) display one and the same form, or not.

Thus far, convincing evidence has been accumulated to corroborate this hy-
pothesis for three of the Slavic languages: Slovene, Russian, and Slovak. The
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basic results have been presented in detail elsewhere — cf. Grzybek, Kelih, &
Altmann (2004) for Russian, Grzybek & Kelih (2003) for Slovene, and Grzybek,
Kelih & Altmann (2005a,b) for Slovak. The present contribution is a first at-
tempt to arrive at some synopsis and to develop some generalizing conclusions.
Therefore, it will be necessary to briefly present the results hitherto obtained by
way of some summary, before we turn to a synopsis of these results, which will
ultimately lead to some hypothesis for further studies.

2 A Model for Grapheme Frequency Distributions in
Slavic Languages

In our endeavor to find an adequate theoretical model, we have concentrated on
discrete frequency distibution models, rather than on continuous curves — for
methodological reasons, which need not be discussed here. In order to test the
goodness of fit of the models tested, we have employed x? tests. This traditional
procedure is problematic, however, since the x? value linearly increases with
sample size, the x? value thus becoming sooner significant — and in case of
grapheme studies, we are almost always concerned with large samples. Therefore,
we have relativized the latter by calculating the discrepancy coefficient C' =
x2/N, considering a value of C' < 0.02 to be a good, a value of C' < 0.01 a very
good fitting.

As to the models tested, we did not expect that one and the same model
would be universally relevant, i.e. would be able to cover all languages of the
world. We did not even assume that one model would be sufficient to cover
all those (Slavic) languages which were the objective of our study. Therefore we
have tested all those models which have been favored as successful rank frequency
models in the past. Specifically, we tested the following distribution models (for
details, cf. the studies mentioned above):

. Zipf (zeta) distribution;

. Zipf-Mandelbrot distribution;

. geometric distribution;

. Good distribution;

. Whitworth distribution;

. negative hypergeometric distribution.

Y U W N~

It would be beyond the scope of the present paper to discuss the mathemati-
cal details of these distribution models, or the theoretical interrelations between
them (cf. Grzybek, Kelih & Altmann 2004). Rather, it should be sufficient to
summarize that for all three languages mentioned above, we found that the orga-
nization of the grapheme frequencies followed none of the traditionally discussed
models. Rather, it was the negative hypergeometric distribution (NHG) — and
only this model' — which turned out to be adequate; quite unexpectedly, all

! It should be noted that the allegedly exclusive validity of the NHG distribution as
a theoretical model claimed here relates only to the data we have analyzed thus far.
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other models did not fulfill the above-mentioned criteria and thus had to be
ruled out as adequate models.? Therefore, the NHG distribution should briefly
be presented here. It may be derived in different ways; here, it may be suffice to
interpret it with recourse to Wimmer & Altmann’s (2005a,b) Unified Derivation
of Some Linguistic Laws, namely, in the form of equation (2):

ai ag
P, = (14+ap+ + P, 2
( o (x+b1)r  (x+ by)e2 > ! @

Inserting in (2)

a0:b2=0,
ap=(-K+M+1)(K+n—-1)/(-K+ M —n),
az=(Mm+1)(M-1)/(K—-M +n),

by = —K + M —n,
by=0,K>M>0,ne{0,1,..}, c1=co=1

one obtains equation (3):

M+z—-1)(n—z+1)

P, = o —
2(K—M+n—zx) !

(3)

from which the NHG results (with « = 0,1,...n, K > M > 0, and n €
{1,2,...}), as given in equation (4):

<M+ac—1) (K—M—l—n—x—l)
x n—x
P, = (4)
K+n-1
n
Since in case of rank frequency distribution, the first class is z = 1, the

NHG has to be used in its 1-displaced form, as displayed in equation (5), with
x=12...n+1, K>M>0,and n € {1,2,...}),

(M+562> <KM+nx)
rz—1 n—x+1
P —

== (K+n—1> 5)

n

This does not principally rule out all other models as possibly being relevant, and
this is not to be misunderstood as a claim for a single universal model. Rather, there
may be transitions between various model, or covergencies between them, and it is
a matter of boundary conditions to be controlled in each single study, if one of the
above-mentioned model, or eventually even other models not mentioned here, are
more adequate.

Only in case of Russian, the Whitworth distribution which, under particular condi-
tions, is a special case of the NHG (in its partial sums form), turned out to be an
adequate model, too.
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3 Three Case Studies: Russian, Slovene, Slovak

Thus far, the results of four case studies have been reported which were con-
ducted to test the model described above. In the case study involving Russian
(Grzybek, Kelih, & Altmann 2004), 37 samples composed of different genres were
analyzed. The text corpus included literary texts by A.S. Pugkin, L.N. Tolstoj,
F.M. Dostoevskij, and A.P. Cechov, as well as a number of scientific texts. In or-
der to control the factor of text homogeneity, all texts were individually analyzed
as homogeneous texts. Additionally, text segments, mixtures, and cumulations
were artificially formed on the basis of these texts and analyzed in this form, as
well. Finally, they were put together and to build a complete corpus of ca. 8.7
million graphemes and analyzed as such.

As a result, the NHG distribution turned out to be an adequate model for
all 37 samples, with a discrepancy coefficient of C' < 0.02 for each of them.
Figure 1 illustrates the result for the complete corpus, where fitting the NHG
distribution resulted in a discrepancy coefficient value of C' = 0.0043.
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1000000 —neg. hypergeom. NP(i
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Fig. 1. Fitting the N HG Distribution to Russian Corpus Data

In the Russian study, a first interesting observation was made as to the
parameters of the NHG distribution: Apart from parameter n — which, with
n—1, directly depends on the inventory size und thus is for all cases is constantly
n = 32 = 31 in the case of Russian with its 32 different graphemes® —, also

3 If one counts the Russian letter ‘¢’ as a separate letter, instead of realizing at as an
allograph of the letter ‘€’, the inventory size of the Russian alphabet increases to 33,
of course. It is evident that, as soon as inventory size comes into play as an influencing
parameter when fitting a given distribution to particular data, this question may
turn out to be relevant for the results obtained. Therefore, in order to control this
factor systematically, Grzybek, Kelih & Altmann (2006) have re-run their analysis
of Russian material under three different conditions in thirty homogeneous texts: (a)
texts in which the Russian letter ‘€’ does not occur (n = 32), (b) texts containing
the letter ‘€’ (n = 33), and (c) the same texts as in (b), thus in principle containing
the letter ‘¢’, but the latter a posteriori being transformed to ‘e’ (n = 32) for the
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parameters K and M seemed to display a relative constancy across all samples
(with K ~ 3.16 and M =~ 0.82), K ranging from 2.95 < K < 3.42, and M
ranging from 0.77 < M < 0.85. Figure 2 illustrates the observed constancy of
the results obtained, with 00.43 < C < 0.0169.
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Fig. 2. C Values for Fitting the NHG distribution to Russian data)

Given these findings of the Russian case study, the idea was born to study the
problem systematically for other Slavic alphabets, too. In this respect, Russian
with its 32 (or 33) letters, has to be considered as having a medium inventory
size as compared to other Slavic languages. Slovene, in turn, with its 25 letters,
represents the minimum inventory size, and Slovak, with its 46 letters, is located
at the upper end of the scale.*

In the Slovene study (Grzybek & Kelih 2003), twenty samples were analyzed,
including literary texts and letters by Ivan Cankar, France Preseren, Fran Lev-
stik, as well as journalistic texts from the journal Delo; again, in addition to
homogeneous texts, cumulations, segments and mixtures were artificially cre-
ated and analyzed, as well as the complete corpus consisting of ca. 100.000
graphemes. As a result, the NHG distribution turned out to be the only ade-
quate model for all samples: the discrepancy coefficient was C' < 0.02 in all cases
(with C' = 0.0094 for the corpus).’®

Again, for the Slovene data, too, the values of the parameters K and M
of the NH(G distribution turned out to be quite stable across all samples, with

analytic purpose described above.— Since these data have not yet been published,
the present article is based on the results reported in Grzybek, Kelih, & Altmann
(2005).

4 In case of Slovak, the inventory size decreases to 43, if one does not consider the
digraphs ‘ch’, ‘dz’, and ‘dZ’ to be separate letters in their own right.— Here, too,
Grzybek, Kelih, & Altmann (2005a,b) conducted systemtatic studies to control the
factor of defining the basic graphemic units.

® For Slovene, too, Grzybek, Kelih, & Altmann (2005) have re-run their analyses,
extending the data basis to thirty homogeneous texts. As in case of Russian, the
present study is based on the results reported by Grzybek & Kelih (2003).
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K ~2.89and M = 0.81), K ranging from 2.79 < K < 3.01, and M ranging from
0.80 < M < 0.83. Interestingly enough, no significant difference was observed
between the group of homogeneous texts, on the one hand, and the artificially
composed text samples (segments, cumulations, mixtures), on the other hand, as
far as the parameter values of K and M are concerned (the mean values being
K = 2.89 and M = 0.81, for both groups of texts as well as for all samples
jointly). Thus, on the level of graphemic organizsation, text heterogeneity does
not seem to play a crucial role.

A comparative inspection of Figure 3 shows that for each of the languages,
parameters K and M are relatively constant, but that the constancy of param-
eter K is realized on different levels, being slightly higher for Russian.
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(a) Slovene Data (n = 25) (b) Russian Data (n = 32)

Fig. 3. Constancy of Parameter Values K and M (NHG distribution)

Given this observation, the hypothesis brought forth that not only parameter
n of the NHG distribution, but also parameter K might be particular function
of the inventory size. In this case, the analysis of Slovak data, should yield
additional arguments in favor of this assumption. Consequently, two studies were
conducted, based on thirty Slovak texts, summing up to a corpus of ca. 150.000
letters. In the first of these two studies (Grzybek, Kelih & Altmann 2005a),
Slovak grapheme frequencies were analyzed without taking into consideration the
above-mentioned digraphs, the inventory size thus being n = 43; in the second
study (Grzybek, Kelih & Altmann 2005b), the same material was analyzed, this
time counting digraphs as a category in its own right, the inventory size thus
rising up to n = 46.

As a result, the NHG distribution once again turned out to be the only
adequate model, under both conditions, with K and M displaying a relative
constancy in either case. In case of the first study (with n = 43), the discrepancy
coefficient was C' < 0.02 in 28 of all 30 samples (with C' < 0.01 in ten of the
samples, and C' = 0.0102 for the whole corpus); as to an interpetation of the
finding that no good fitting was obtained for two of the samples, the authors
referred to the fact that these two samples were extremely small with N = 562,



80 Peter Grzybek and Emmerich Kelih

and N = 446 graphemes, respectively. Once again, the values of the parameters
K and M of the NHG distribution were relatively constant across all samples,
with K ~ 4.07 and M ~ 0.85), K ranging from 4.46 < K < 3.69, and M ranging
from 0.78 < M < 0.94.

In case of the second study (with n = 46), the results were slightly worse,
with a discrepancy coefficient of C' < 0.02 in 25 of all 30 samples (with C' < 0.01
in five of the samples, and C' = 0.0139 for the whole corpus). Yet, with K = 4.31
and M = 0.84), K ranging from 4.86 < K < 3.81, and M ranging from 0.76 <
M <0.92.

Figure 4 illustrates the observed constancies of parameters K and M for both
conditions.

* Parameter K * Parameter K
5,00 4 Parameter M, 5,00 . g + Parameter M,

(a) Slovak (n = 43)) (b) Slovak (n = 46)

Fig. 4. Constancy of Parameters K and M (NHG distribution; Slovak data)

By way of a preliminary summary, one can thus say that the two Slovak
studies yield two important reults: first, the K values of the first study (with
n = 43), is indeed lower as compared to those of the second study (with n = 46);
and secondly, the Slovak K values, taken on the whole, are clearly higher as
compared to those from the Slovene (with n = 25) and Russian (with n = 32)
studies.

4 Consequences of the Single Case Studies

The four case studies reported above thus not only corroborated the initial hy-
pothesis that the grapheme systems of the languages under study are system-
atically organized. Additionally, the findings clearly showed that the grapheme
frequencies can be modelled with recourse to one and the same frequency distri-
bution, namely, the N HG distribution. Furthermore, the results obtained gave
rise to further hypotheses as to a possible interpretation of at least one of the
parameters of this model, namely, parameter K.

Taking into account the results for each language separately, it first seemed
that the two parameters K and M are both relatively constant within a given
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language. However, as soon as data for all three languages were available, it could
be seen that parameter K is definitely higher for a language with a larger inven-
tory size, parameter M not displaying such a direct increase. Grzybek, Kelih,
& Altmann (2005a) therefore assumed this to be a hint at the possible (direct
or indirect) dependence of parameter K on inventory size, whereas parameter
M still seemed to be relatively constant across languages. The assumption of a
direct dependence of K on inventory size was therefore directly tested in Grzy-
bek, Kelih, & Altmann’s (2005a,b) studies on Slovak: For the sake of simplicity,
they considered parameters K and M to be random variables with finite mean
values and finite variances, and then compared the mean values of the parame-
ters for both Slovak conditions (n = 43 vs. n = 46) by way of a t-test. As the
results showed, parameter K is significantly higher for n = 46 as compared to
n =43 (trg=s6 = 4.53; p < 0.001). However, a comparison of the mean values
of parameter M by way of a t-test showed that in this case, for both conditions
(n = 43 vs. n = 46), there is no significant difference (tpg=ss = 1.07; p = 0.29).

95% ClI
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T T
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Fig. 5. Mean Values and Confidence Intervals for K and M (Slovak Data)

Fig. 5 illustrates the tendendies of both parameter values in form of a 95%
confidence interval within which the relevant parameter may be expected with
a 95% probability. It can easily be seen that parameter K clearly differs for
both conditions (n = 43 vs. n = 46), whereas parameter M does not seem to
vary significantly. The detailed Figure 6 additionally shows that the confidence
intervals of K do not overlap, whereas they do for parameter M.

Whereas there is thus some evidence that parameter K may be directly
related to inventory size, there is no such evidence with regard to parameter
M. However, in their second study on Slovak graphemes, Grzybek, Kelih, &
Altmann (2005b) found some other evidence of utmost importance, hinting at a
direct relation between the two parameters, within a given language: under this
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condition (i.e., with n = 46), they found a highly significant correlation between
K and M (r = 0.59,p = 0.001). In a re-analysis of the Slovak data with n = 43,
the very same tendency could be found, the correlation even being more clearly
expressed (r = 0.83, p < 0.001).

The interpretation arising thus is that one of the two parameters (K) is
dependent on inventory size (and thus particularly relevant across languages),
whereas the second parameter (M) is relevant within a given language. As Grzy-
bek, Kelih, & Altmann (2005b) state, we are concerned here with a highly
promising perspective: if the findings obtained could be corroborated on a broader
basis, an interpretation of both parameters K and M would be at hand.

This assumption needs further testing, of course, and the present study is,
as was said above, a very first step in this direction. As was said above, it
would be too daring to utter far-reaching conclusions at this time, and if so,
only with utmost caution. The four case studies reported above do no allow
for solid generalizations; first, they imply some methodological problems, and
second, the number of languages is too small for any extrapolation of the results
obtained. Yet, the impression arises that not only the grapheme frequencies of
each language per se are systematically organized, but also, in addition to this,
the organization of the graphemic systems in general. One argument supporting
this assumption is the fact that the grapheme frequenices of all three languages
studied follow one and the same model; this is only a minor argument, however,
since a model may well be a special case of a more general one, or it may converge
to a related model. A major argument in favor of the assumption brought forth,
then, is the possible interpretation of the parameters.

Yet, there seems to be sufficient evidence to generalize the results obtained
in form of the derivation of some working hypotheses for future research.



A General Model of Grapheme Frequencies 83

5 From Case Studies to Systematic Research:
Towards a Theory of Grapheme Frequencies

A first step in the direction outlined might thus be a comparative analysis of the

four studies reported above. Table 1 presents the results obtained in a summa-
rizing manner.

Table 1. Mean Parameter Values and Confidence Intervals

Language n Parameter K Parameter M

K K K, M M, M,

Slovene 25 2.89 286 2.92 0.8115 0.8062 0.8168
Russian 32 3.16 3.14 3.19 0.8186 0.8105 0.8267
Slovak 43 4.07 4.00 4.14 0.8546 0.8389 0.8703
Slovak 46 4.31 4.23 4.40 0.8430 0.8276 0.8584

As a closer inspection of Table 1 shows, there seems to be a clear increase of
parameter K with an increase of inventory size (n), whereas parameter M does
not display a corresponding tendency; rather, parameter M seems to be rather
constant across languages. Fig. 7 illustrates these two tendencies.

6,00
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3,00 gz

2,00
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0,00
SLOVENE 25 RUSSIAN 32 SLOVAK 43 SLOVAK 46

Fig. 7. Parameters K and M (With Confidence Interval) For Four Slavic Languages

Yet, as a statistical analysis shows, facts are more complex than it seems
at first sight: Thus, calculating a bivariate correlation between the inventory
size and the parameter values for K and M, results in a correlation coefficient
of r = 0.956 (for K) and r = 0.424 (for M), both correlations being highly
significant (p < 0.001), the correlation for K being more clearly expressed as
compared to M. Figure 8 displays the result of regression analyses with inventory
size as independent variable, K and M, respectively, as dependent variables.
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The impression arising thus is that both K and M might depend on inventory
size; this interpretation is weakened, however, or specified, by a closer analysis
of the relation between both parameters. Given the finding that the correlation
between parameter K and inventory size is expressed more clearly (see above),
it seems reasonable to take into consideration the possibility that M is only
indirectly dependent on inventory size, and directly on K. In fact, the correlation
between K and M is highly significant (r = 0.57, p < 0.001). Figure 9 illustrates
this tendendy; as a closer inspection shows, however, the dependence seems to be
much more clearly expressed not across languages, but within a given language.

This observation may then be interpreted in terms of a direct (linear) depen-
dence of parameter K on inventory size n, and a direct (linear) dependence of
parameter M on parameter K. Consequently, parameter M may be interpreted
in terms of an indirect dependence on n. At this point, two perspectives emerge
as possible orientations for future studies:

1. The first perspective is directed toward the study across languages; if in this
respect, inventory size (n) is directly relevant for K, then it seems reasonable
to concentrate on the mean values of K for each language (K).

2. The second perspective concentrates on processes within a given language;
if M indeed depends rather on K, within a given language, and less on n,

then K must be studied for each language individually (K;).

As was shown above, f{ seems to be a linear function of n, thus being char-
acterized by the equation K = h(N) = u- N 4 v. Furthermore, it now turns out
that in fact M; seems to be a linear function of K;, within a given language,
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characterized by the linear function M; = a; - K;. Applying this formula to the
data described above, one obtains the values represented in Table 2.

Table 2. Linear Dependences Between K and M

Language n K M a

Slovene 25 2.8874 .8115 .280948
Russian 32 3.1636 .8186 .258741
Slovak 43 4.0666 .8546 .210090
Slovak 46 4.3137 .8430 .195181

As a closer inspection of Table 2 shows, we are not yet at the end of our
interpretations: quite obviously, a; stands in a direct (linear) relation with n,
which may be expressed by way of the formula a; = f(N) = ¢- N + d, the
regression being almost perfect with a determination coefficient of R? = .99.

The observed tendency is illustratively presented in Figure 10), from which
the linear decline of a with increasing inventory size becomes evident.
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6 Perspectives

It goes without saying, and it has been emphasized repeatedly, that at this
moment these interpretations are rather daring. More material, and more sys-
tematically chosen material, must be analyzed to put our assumption on a more
solid ground. Still, if additional evidence can be gathered for the plausible inter-
pretations outlined above, a scheme as depicted in Table 3 might be derived to
describe this situation.

Table 3. A General Schema of Dependences

If the assumptions and hypotheses outlined above would indeed receive fur-
ther support, we were in a lucky situation, which is highly desirable in quan-
titative linguistics, since we would be able to interpret all parameters of the
theoretical distribution and thus have a qualitative interpretation. If the hy-
pothesis brought forth above can be corroborated on a broader and more solid
basis, including further (Slavic) languages, this might be relevant not only for
linguistics. Ultimately, this would be a highly tricky mechanism from a broader
perspective as well, relevent for systems theory and synergetics, in general: from
this point of view, we are concerned with a low-level system of units relevant
for the formation of higher-level units; on this low level the system’s behavior is
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determined merely by the inventory size of the units involved, and any variation
on this level would be “corrected” by a second parameter, thus guaranteeing the
system’s flexible stability.

Only thorough research can show if our assumptions stand further empirical

testing — the fate of science, though. ..
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Abstract. The Daskal. web application is a framework for the creation
and interactive use of foreign language exercises for beginners and ad-
vanced students. It supports the construction of different types of tasks:
grammar drills; element order drills, and free-style drills (essays, dia-
logues etc.). Several options for interaction (keyboard entry, menu choice,
single or multiple correct answers) are provided. Inflectional dictionaries
may be plugged in to speed up development of exercises.

1 Introduction

The Daskal. web application is a framework for the creation and interactive
use of foreign-language learning exercises for beginners and advanced students
(http://daskal.net).* It is being developed with language data from Bulgarian,
Serbian, Czech and Polish, but other languages can easily be added, as the
system architecture is designed to be language-independent. Daskal. provides
possibilities for educators to make several types of exercises and present them to
students. The exercises may relate to different levels of language units — sound,
morpheme, word, phrase, sentence, or text.

The application is based on three conceptual units labelled: task, exercise and
test. A task is seen as the actual linguistic knowledge to be attained by an exer-
cise. Exercises are the concrete realizations of the tasks and are the basic units
of the system. A test is an ordered group of two or more exercises.

Daskal, offers several exercise patterns covering different types of tasks: gram-
mar drills; word order (element order) drills (where scrambled units on differ-
ent levels should be put into correct order); and free-style (semantic) exercises
(essays, dialogues etc.). Different types of exercises may be combined into tests.
The exercises can be designed to accept either type-in answers or a selection
from a menu.

When several exercises are combined into a test, they may be assigned varying

4 The Daskal, application is developed by the Department for Computational Lin-
guistics at the Institute for Bulgarian language at Bulgarian Academy of Sciences.
The project is financed by the Program for Cooperation between the Faculties of
Letters at the University of Oslo and Gothenburg University, and by the Program
for Flexible Learning at the University of Oslo.
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point weights. The weights may also be assigned by default and adjusted by the
educator after real-life testing. The student may be given the opportunity to
show and hide the correct answers. For essay-type exercises a model answer or
teacher’s hint may be shown and hidden again in a similar fashion.

Daskal’s advantage over similar systems is that the educator may either specify
correct answers on an ad hoc basis (by typing or pasting) or may specify that the
correct answer(s) should be retrieved automatically from a database according
to given criteria. The database will include lexica of the above-mentioned lan-
guages (presently only Bulgarian and Czech are available) in which each word
form is associated with its lemma and its grammatical features. Thus the educa-
tor may specify that a given slot in each question in an exercise should be filled
with masculine singular animate noun, generated automatically from different
lemmas. The results from these queries may be used for populating a drop-down
menu, for providing the correction to a typed-in answer from the student, or for
providing part of the stimulus.

2 Application Functionalities

Daskal is a web-based application. It distinguishes three classes of users:

— Educator — with permission to create, edit and delete exercises and tests and
specify access levels for them.

— Student — with access to a number of exercises and tests specified by his or
her educator.

— Guest — with access to a number of exercises that are made available to any
user.

— Administrator — who manages the users.

2.1 Functions for Educator Users

A user logged in as Educator will meet a window for selecting tests and a window
for selecting exercises. Making a selection in either of these windows will start
the Test Editor or the Exercise Editor respectively.

Developing and Editing Exercises Selecting exercises
Checkboxes and menus in the Exercise Browser allow the Educator to select a
list of exercises according to a number of parameters:

— Exercise Type — with the following alternatives: All Types, Grammar Exer-
cises, Element Order Exercises, Semantics Exercises, and Mixed Exercises.

— Exercise Level — with the values: All levels, Beginners, Intermediate, and
Advanced.

— Status — with the following alternatives: All, Active, and Inactive (active
exercises are exercises that are accessible to Student and Guest users as part
of a test, while inactive exercises are accessible only to the Educator (and
Administrator.
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— Language — the choice relates to the language that is taught (not the language
of the menus) with the following alternatives: All Languages, plus an option
for every installed language.

— Name - option for search by name (full or in part) of a given exercise.

Exercise list
The result from the exercise search appears in the Exercise browser as a list with
three columns:

— The column ”Exercise” contains a short description of the exercise. For in-
active exercises, the text is greyed out.

— In the ”Status” column active exercises are indicated by a green icon, while
the column is empty for inactive exercises.

— The third column ”Operations:” provides two options: Edit exercise and
Delete Exercise.

At top and bottom of the list are links named ”"New Exercise”, which lead to
the form for creating exercises.

Creating an exercise

New exercises are created by filling in the fields of the form of the Exercise Editor
(Figure 1). The filter fields reflect the basics of the chosen methodology. They
are: Type (with the options Grammar, Element Order, Semantic, and Mixed),
Level (with the options Beginners, Intermediate, and Advanced), Language
(the language under study), Name (max. 255 characters), Description (a brief
description of the task of the exercise), Example (an example of the type of
questions the exercise contains), Contents (the content of the exercise itself),
Points (the number of points awarded for a correct answer), Answers in Text
(this option indicates that the exercise contains text with gaps to be filled in
by the student and that the Contents field consequently should contains spe-
cial codes for specifying the positions of the gaps), More Than One Valid
Answer (this option allows the educator to specify several correct answers),
Active (active exercises are those that are included in some test, while inactive
exercises are not assigned to any test). When the fields are filled in, clicking the
button Add will enter the exercise into the database.

From the same window the link Fields and Answers opens a tab page with
options for further specification of answer fields. The answer fields are shown in
a table with the following columns providing different options for specification:
Field an explicit link to the gap position code already assigned in the Contents
field on the general descriptive page; Type the answer field can be specified
either as a Type-in field (keyboard entry) or Choose from List; Operations —
edit and delete operations for the given field.

If the field is of the type Choose from List, the full list of alternative answers
from which the student should select the correct one should be entered (Figure
2).

The Educator may specify the order of the possible answers (applicable only

for the type Choose from List) together with indication of whether they are



Daskal. — A Web-based Application for Foreign Language Teaching 91

Exercise Editor

Add New Exercise
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Fig. 1. The Exercise Editor

correct or not. Lists of answer options may be made either manually or by
database search.
Answer options through database search
If an inflectional dictionary for the given language is present in the database,
answer options can be retrieved from it. The system presently contains Bulgarian
[3] and Czech dictionaries. The form for dictionary access is shown in Figure 3.
In this form selection parameters for answer option retrieval are specified.
The three tables: Part of Speech, Class, and Flexion, are hierarchically linked,
so that a change of selection in a table on the left will cause the table on its right
to be populated with new content. For instance, if a noun is selected from the
Part of Speech list, the database relations will allow selection among different
classes of nouns: common, proper, masculine, feminine, neuter, singularia tantum
and pluralia tantum. The class specification in its turn interrelates with the
grammatical features linked with the chosen class, so that for instance Bulgarian
common feminine nouns will be specified as either singular or plural and either
definite or indefinite. Selection of at least one option in the leftmost table is
compulsory. Selecting options from the two other tables is optional and will
narrow down the number of word forms returned. Multiple selections are allowed
in the two leftmost tables.
Clicking the button Load Words will load the word forms corresponding to the
selected criteria and will show them in the table at the bottom. If, for example,
Bulgarian common feminine noun, singular, and definite are the selected features,
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Exercise Editor

Exercise Information Fields and Answers
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Fig. 2. Fields and Answers

word forms like rozata (the rose); zhenata (the woman), etc. will appear. The
Educator can select one or several word forms from the list and mark them as
correct or incorrect candidates for the answers.

For any given field in the exercise, answer options may be added by retrieval
from the database any number of times, with different criteria each time. The
method may also be combined with manual editing of answer options. Editing
an exercise

Editing an exercise works in the same way as creating an exercise, with the
exceptions that fields are already filled in and the link Fields and Answers is
active.

Developing and Editing Tests Selecting tests Possible search criteria for
extracting tests from the database are Language, Status, and Name, correspond-
ing to the same criteria for exercises.

Test list

The list of tests is a table similar to that used for exercises, with search criteria
options and a list of test names (Figure 4). Links for ”New Test” are at the top
and bottom. Creating a test

Tests are created with the Test Editor. It contains fields for Language, Name,
Description, and Active. The Educator fills in these fields and enter the test into
the database. He can then continue editing it in the Test Editor, and the link Ex-
ercises will be active. It opens a page from which exercises are added to the test.
This page shows the exercises in a view similar to that of the Exercise Editor,
but with some added features (Figure 5). This page allows viewing all exercises
(which will be most convenient when creating a new test) or only those that are
included (for reviewing the contents of an already existing test) and provides
buttons for excluding, including or updating an exercise. As it is assumed that
educators would not wish to make multilingual exercises, there is no option for
Language here, that choice having already been made. The List of exercises has
the following columns:
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Exercise Editor
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Fig. 3. Answer options added from the Bulgarian morphological dictionary

Number — allowing the Educator to change the ordering of exercises within
the test:

Included — a green icon indicates an exercise that is active and included in
the test. Exercises that are not included are greyed out. Exercises can be
marked as inactive and will not be shown to student users even if included
in the test.

Points — the number of points awarded for a correct answer. If the exercise
has been assigned a default value by the educator, this value will be shown
here, but it may also be altered if the purpose of the test calls for it.
Operations — with buttons for the functions Include (includes exercises in

the test) and Exclude (removes the exercise from the test).

— Update — this button is used if the values for numbering and points have

been changed.

Editing a test

Editing a test works in the same way as creating a test, except that fields are

filled in and the link Exercises is enabled.

2.2 Functions for Student Users

Users of the category Student may take any specified active test. Each exercise
in the test will be shown on a separate page (Figure 6). These web pages are
generated on the fly from the database according to the parameters set by the
Educator. For instance, exercises may be generated with a selection of possible
answers, or with a field for keyboard entry of the student’s answer. Navigation
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Fig. 4. The test selection window
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Test Browser
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Fig. 6. Tests as seen by a Student user

buttons take the student through the exercises of the tests in the stipulated
order. At the end of the test the student’s score is calculated and shown in a
detailed summary (Figure 7).

Test Browser

Summary of Results for Test "Paforta c npeanozn”
Exercise Correct? Points
YOEOABAHE Ha NpEanozH > -
Mz60p Ha Nnpeanor F 2
Total Points:
Back to Browser
\ y

Fig. 7. Summary of the results

3 Daskal. Application

There are two logical databases: The Daskal, application works entirely through
a dynamic web interface, for students as well as for educators and administrators.



96 Kjetil Raa Hauge, Svetla Koeva, Emil Doychev, and Georgi Cholakov

From a technological point of view it is organized as a portal. A portal in this
context is a web-based application that provides personalisation, single sign-on,
and content aggregation from different sources and hosts the presentation layer
of information systems [4]. It is organized through the portal framework Jetspeed
[1]. The user interface consists of portlets giving various degrees of access accord-
ing to the status of the user (guest; registered student; content creator: teacher,
administrator). A portlet is defined as a Web component, usually managed by
a container that processes requests and generates dynamic content. Portals use
portlets as pluggable user interface components to provide a presentation layer
to information systems [4]. The architecture is shown in Figure 8. Users may cus-
tomize parts of the user interface. The application uses two separate databases,
currently served by MySQL:

— for administrating the portal: users, status, permissions, customization, etc.
— for administrating the learning framework: exercises, dictionaries, tests, etc.

LECTJH Student Adminftrator
Internet / Intranet WP HTTP HTTR
Web Sarver. ~
LAN !
Tomeat JSP Engine :
I
| 37 ¥
Jetspeed
Daskal Portal
Framework
L L
A
Database Sefver (MyS0OL}
Daskal Partal
Database Database
A

Fig. 8. The Daskal. architecture

The architecture is multilayered, with the application layer divided into several
sublayers implementing different functions. The system allows three kinds of
users: — Educator, Student (which for this purpose includes Guest users), and
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Administrator. The administrator functions are implemented exclusively by Jet-
speed, with new functions created within its framework for serving the students
and lecturers. Daskal, is a pure Java application where the JSP technology is
used for portlets implementation. The runtime environment is supplied by the
JSP Engine — Apache Tomcat 5 [2]. For database server is used MySQL. There
are two logical databases:

— the Portal Database — with the structures and data necessary for the op-
eration of the portal — user accounts, ownership and permissions, user cus-
tomizations, etc.

— the Daskal. Database — with the structures needed for Daskal.’s functionality
— exercises, tests, answers, etc.

Figure 9 shows the model of the Daskal. Database. The Daskal. Database is
logically independent of the Portal database. Connection between the two is
served by the table of user accounts. The Daskal. Database contains two groups
of tables:

— For exercises and tests, with the description of the exercises, possible correct
and false answers, description of the tests and students’ test results.

— Dictionary tables supporting Unicode and thus allowing for dictionaries in
almost any language.

Fig. 9. The Daskal. Database
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4 Conclusions and Future Directions

DaskaL. provides a convenient tool for creating, editing, storing, retrieving and
presenting foreign-language exercises on the World Wide Web, in almost any
language supported by Unicode. The use of morphological dictionaries further
speeds up development of exercises. Future development of the application in-
cludes XML import/export options for exercises, tests, and dictionaries. This
will be important for exchange of exercises and tests between different organiza-
tions using DaskaL, for import into other computer-aided learning systems, for
external (i.e. outside the Daskal. framework) archiving of exercises and tests in
a device-independent format, and for hand-tooling exercises.
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Abstract. In this paper we discuss technical aspects of a phraseology
database application that is being developed in the scope of the Ephras
project. Thereby we give a special attention to the data modeling per-
spective of such an application. We argue that the phraseology data is
simply a particular kind of semi-structured data. Therefore, this data
should be represented and managed by technologies that are specifically
targeted at management of semi-structured data. Currently, the most
prominent of such technologies is eXtensible Markup Language technol-
ogy. Thus, in the remainder of the paper we discuss different implications
of this technology on the application architecture and its implementa-
tion.

1 Introduction

The Ephras project is a project funded by the European Commission under
Socrates/Lingua2 programme. The goal of the project is to develop a computer
supported phraseology learning material for four European languages - Ger-
man, Slovak, Slovenian and Hungarian language. The project aims to eliminate
the lack of such phraseology learning material, as well as to meet the demands
for multilingual learning material in the enlarged European Union. The Ephras
learning material will be composed of a searchable database of 4x1000 phraseol-
ogy data items in four languages (i.e., 1000 data items in each of the languages)
accompanied with 150 interactive tests to selected phrases in four languages.

In this paper we concentrate on the first component of the Ephras learn-
ing material - the Ephras phraseology database application - by discussing its
requirements and features, as well as a number of important technical issues
related to that component. The most important requirements and features of
this application can be summarized as following.

Firstly, the source language is German with 1000 phraseology data items,
where each of these data items is a single phrase in German with one or more
meanings. Additionally, each German phrase is involved in a so-called equiva-
lence relation with data items from other three languages (target languages). The
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equivalence relation expresses rather complex phraseology relationships between
different data items. It can represent one of the following:

— A one-to-one relation between a single-meaning German phrase and a single-
meaning phrase from any of the target languages.

— A one-to-many relation between a single-meaning German phrase and a num-
ber of different single-meaning phrases from any of the target languages.

— A one-to-one relation between a multiple-meaning German phrase and a
multiple-meaning phrase from any of the target languages.

— A one-to-many relation between a multiple-meaning German phrase and a
number of different single-meaning or multiple-meaning phrases from any of
the target languages.

— Sometimes there is no direct phraseology equivalent for a German phrase in
the target languages. The equivalents in that case are non-phraseology data
items, i.e., a single word or a free collocation. Thus, the equivalence relation
in such a case is a one-to-one relation between the German phrase and its
corresponding free collocation.

Thus, the equivalence relation is 2-dimensional, where in the first dimension
we have a one-to-one or a one-to-many relation between a German data item
and the corresponding data items in the target languages. Orthogonal to that
relation there is a relation between meanings of different data items, which can
be either single-meaning or multiple-meaning data items, i.e., this relation is a
typical many-to-many relation.

Further, in addition to the primary direction of the equivalence relation (i.e.,
the direction from German to other three languages) the secondary direction of
this relation can be established as well (see Fig. 1). In some special cases (e.g.,
when only one-to-one relations are present) it is possible to infer the equivalence
between data items from the target languages. For example, starting from a
Hungarian data item it is possible to find its equivalent in Slovak by implicitly
using the existing one-to-one relations between those two data items and their
German counterpart.

Another important feature of the Ephras phraseology database application
is a so-called description model. The description model for phrases in all four
languages has been developed according to the latest phraseology principles and
includes the following: basic form (i.e., the content of a phrase), meanings, style,
grammar, collocation, pragmatics, examples, variants, keywords, synonyms, cat-
egories and multilingual comment.

From the user point of view the application has the following properties. The
user can search within the database using any of four languages as the starting
language. The search results are presented in a list form where the user can click
on a particular search result and obtain the full description of the data item.
The links to the related data items (e.g., equivalents) are included in the data
item description.

The rest of the paper is organized as follows. The next section discusses
the aspects of representing the phraseology data from the data modeling point
of view. The subsequent section describes in details the application architecture
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Fig. 1. Directions of Equivalence Relation

and the influence of the chosen data representation on that architecture. Finally,
we give a number of conclusions and pointers for the future work.

2 Data Representation

To efficiently represent the phraseology data it was necessary to look closely on
some of its features. Here is a list of some specific properties of the phraseology
data:

— Data is structured only to a certain extent, i.e., there are data fields that
have a different structure for different data items. For example, the mean-
ings field contains typically textual content that possesses a varying internal
structure - a single meaning or a list of meanings. Another example includes
the multilingual comment field, where the content can be decorated, thus
including text in bold or in italics.

— Whenever a data field has an internal structure as it is the case with the
meanings or multilingual comment field, the ordering of elements within
this internal structure is important and embodies semantic significance. For
example, if a meanings field contains a list of meanings then the ordering of
these meanings within the list possesses a certain denotation and needs to
be maintained.

— Data items are interrelated by means of typed relations such as the equiva-
lence relation discussed above. The equivalence relation is an ordered relation
with varying arity and dimensions, e.g., the relation can be a one-to-one, an
arbitrary one-to-many relation or even a many-to-many relation between
meanings of data items. Additionally, data items can be involved in a co-
called variance relation (e.g., a phrase is a variant of another phrase in the
same language).
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From the data modeling point of view, data with such properties is referred
to as semi-structured data. Typically, semi-structured data is irregularly, par-
tially or implicitly structured. Further, for such data there is no a-priori or rigid
database schema but only a so-called a-posteriori data guide can be identified
[1,2]. Obviously, the phraseology data in question can be classified as semi-
structured data.

Generally, semi-structured data is modeled as a labeled graph [1]. The nodes
represent data items, have unique identifiers and can be either atomic or compos-
ite. Composite data items are related with other data items by means of labeled
edges, where labels represent the relation types. A simple model representing a
couple of phraseology data items can be seen in Fig. 2.

equivalent

Phrase 1D:11
variant

ord 2

F

Fig. 2. Model of Semi-structured Phraseology Data

Recently, through the emergence of the Web and the related mark-up tech-
nologies, such as eXtensible Markup Language (XML), the latter evolved to a
de-facto standard for managing semi-structured data [3,4]. An XML document
is a hierarchy of elements with ordered sub-elements. Each element has a name
(also referred to as label or tag). The basic XML model is a labeled ordered
tree where labels represent node names. Edges are always directed (to preserve
the tree order) and do not have labels. Additionally, XML supports a referenc-
ing mechanism between nodes, which basically facilitates modeling of arbitrary
graphs. In this way semi-structured data might be represented by means of
XML documents. An excerpt from an XML document encapsulating the above
depicted phraseology data items is shown in listing 1.1.
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<phrases>
<phrase id="1">
<content>am/auf dem griinen Tisch</content>

<meanings>
<meaning>Etwas am ... </meaning>
<meaning>Ohne Kenntnis ... </meaning>
<meaning>Etwas nur ... </meaning>

</meanings>

<style> ... </style>

<examples>
<example> ... </example>

</examples>

</phrase>

<phrase id="11" variant="1">

</phrase>
<phrase id="101" equivalent="1">

</phrase>

</phrases>
Listing 1.1. XML Document Encapsulating Phraseology Data Items

3 Implications of XML on Application Architecture

The architecture of the Ephras phraseology database application closely follows
the well-known three-tiered architecture of user-oriented database applications
(see Fig. 3). The three tiers are:

— User interface module that manages the user interaction and presents the
data items to the user.

— Application logic module which implements the core application function-
ality by representing the data items and the operations that the user can
perform on these data items (e.g., get an equivalent, get a variation of a
phrase, etc.). This functionality is supported in a standard object-oriented
manner, i.e., as a collection of interacting objects. Additionally, this module
provides a bridge to the underlying data management module.

— Data management module which abstracts the access to an external XML-
based database system by means of a programmatic interface. In addition,
the external XML-based database system manages the XML representation
of the phraseology data items.

Using XML for data management in the Ephras phraseology database ap-
plication has a number of important aspects. First of all, the application deals
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Fig. 3. Architecture of Phraseology Database

XML

with the phraseology data from four different languages, namely German, Slo-
vak, Slovenian and Hungarian. These four languages contain different characters,
which are encoded using a particular character encoding schema. For example,
German characters are encoded using ISO 8859-1 character set (Latin-1 or West
European encoding). On the other hand, the characters from the remaining lan-
guages are encoded using ISO 8859-2 character set (Latin-2 or Central and East
European encoding). Thus, the only possibility to combine characters from those
four languages in a single XML document is to encode them using ISO 10646
Unicode character set. Technically, this does not constitute a problem, since
XML documents might be encoded using Unicode character set. Additionally,
all XML documents support UTF-8 and UTF-16 Unicode encodings, which de-
fine how to encode Unicode characters in a space-saving manner. In the Ephras
phraseology database application we decided to use UTF-8 encoding for that
purpose.

The second important aspect of using XML in the Ephras phraseology database
application is related to communication between the data management module
and the underlying XML-based database system. Obviously, the language for
querying the database must be an XML query language. In this application the
chosen language is XPath query language. XPath is a simple query language that
works directly with the underlying tree-based model of an XML document sup-
porting queries that retrieve subtrees of the whole XML tree. Thereby, different
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matching criteria can be applied, such as element-based matching criteria (e.g.,
give me all phrase elements), attribute-based matching criteria (e.g., give me all
phrase elements that have a certain attribute with a certain value) or content-
based matching criteria (e.g., give me all phrase elements with a certain word
in the content). For example, the first query in Listing 1.2 retrieves all phrases
from the database and the second query retrieves all phrases that contain word
"Tisch’.

/phrases/phrase
/phrases/phrase[content [contains (., Tisch ’)]]

Listing 1.2. XPath Queries for Retrieving Data Items

Finally, the third aspect of XML in the Ephras phraseology database appli-
cation is related to the user interface module. Originally, XML is specified as a
meta-document format that can be used to define families of document formats.
Definition of presentation instructions for such document families is not a part
of XML specification and is defined elsewhere - namely by a number of so-called
style-sheet specifications. Basically, a style-sheet is a separate document which
defines how a certain XML document should be presented. Currently, Cascad-
ing Style Sheets (CSS) and eXtensible Stylesheet Language - Transformations
(XSLT) are typically used for that purpose. CSS is used to specify formatting in-
structions for XML documents whereas XSLT provides possibilities to transform
an XML document to another XML document for which presentation instruc-
tions already exist. The best known example is transformation of arbitrary XML
documents into HTML or XHTML documents, which can be subsequently pre-
sented using a standard Web browser. In this application we have chosen the
latter approach and thus transform XML documents into XHTML documents
and present them in a Web browser to the user.

4 Conclusion and Future Work

In this paper we presented the Ephras phraseology database application, which
is a database application for management of phraseology data in four different
European languages. For the purpose of implementing this application it was
important to examine the defining features of such phraseology data. The most
important technical result of this examination is the conclusion that phraseology
data should be classified as semi-structured data. Since XML is a de-facto stan-
dard for management of semi-structured data today, applying XML database
technology for implementing the application was an obvious choice. The sub-
sequent discussion of a number of aspects of XML, such as querying facilities
or presentation of the data provides an insight in a number of implementation
issues.

Currently, the application is still in the development phase. The XML database,
the data management module as well as the application logic module are already
implemented. The user interface module is still under development. The first ver-
sion of a complete system will be available in the beginning of 2006.
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Abstract. The paper presents new lexicon of verb valencies for the
Czech language named VerbaLex. VerbalLex is based on three valuable
language resources for Czech, three independent electronic dictionaries
of verb valency frames.

The first resource, Czech WordNet valency frames dictionary, was cre-
ated during the Balkanet project and contains semantic roles and links
to the Czech WordNet semantic network. The other resource, VALLEX
1.0, is a lexicon based on the formalism of the Functional Generative
Description (FGD) and was developed during the Prague Dependency
Treebank (PDT) project. The third source of information for VerbaLex
is the syntactic lexicon of verb valencies denoted as BRIEF, which orig-
inated at FI MU Brno in 1996.

The resulting lexicon, Verbal.ex, comprehends all the information found
in these resources plus additional relevant information such as verb as-
pect, verb synonymity, types of use and semantic verb classes based on
the VerbNet project.

1 Introduction

The beginnings of building the verb valency frame dictionary at the Faculty of
Informatics at Masaryk University (FI MU) dates back to 1997 [1]. Since then,
the dictionary, denoted as Brief, has undergone a long development and has been
used in various tools from semantic classification to syntactic analysis of Czech
sentence [2]. Currently, the dictionary plays a key role within an experimental
high-coverage syntactic analysis using the data from the Czech WordNet. The
data in this dictionary can be entered in several mutually convertible formats:

brief:
jist (to eat) <v>hTc4,hTc4-hTc6r{na}, hTc4-hTc7

verbose: display:

jist

= co jist mné&co

= co & na Cem jist n&co na né&Cem

co & Cim jist n&co né&cim
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Lemma variants:

Princeton WordNet — plan:2

Definition: make plans for something

VALLEX 1.0: vymyslets / vymyslito
VerbaLex: vymyslet:1, vymyslit:1, naplanovat:3

Word entries:

Princeton WordNet — arrive:1, get:5, come:2

Definition: reach a destination; arrive by movement or progress
VALLEX 1.0: dojity

Verbalex: dojit:1, dorazit:1, dostat se:1, pficestovat:1, pfijet:1, prijit:1

Fig. 1. Examples of verb frame entry heads for verbs with lemma variants and for
synonymic verbs.

The Brief dictionary contains about 15000 verbs with 50 000 verb valency frames,
thus making it an invaluable language resource with high coverage. However, the
different verb senses are not distinguished here.

Another advance in the Czech verb valency processing came during the work
on the Czech WordNet within the Balkanet project [3]. The Czech WordNet
has been supplemented with a new language resource, Czech WordNet valency
frames dictionary. The new acquisition of this dictionary were the semantic roles
and links to the Czech WordNet semantic network.

During the work on enhancing the list and adding new entries into it, we
have come to the need of comparing the quality and features of the list with the
parallelly created valency lexicon of Czech verbs denoted as VALLEX 1.0 [4]. In
cooperation with the VALLEX team, valency frames from Czech WordNet were
transformed to an augmented VALLEX format, which was named VerbaLex.

The FI MU VerbalLex dictionary is being actively developed, checked and
supplemented with new data. Currently, VerbaLex contains 3469 verb literals
which, when gathered in synonymic groups, share 1807 verb frames. Nowadays,
several linguists are working on a bulk of 15000 more verbs being added to
VerbalLex.

2 Linguistic Requirements for the VerbalLex Format

In this section, we present the substantiation of the main differences between
VerbaLex and VALLEX 1.0 valency frames notation.

The lexical units in WordNet are organized into synsets (sets of synonyms)
arranged in the hierarchy of word meanings (hyper-hyponymic relations). Ver-
balLex differs from VALLEX 1.0 in augmentation of the original format, detailed
differentiation of valency frames and above all semantic roles (deep cases). For
that reason, the headwords in VerbaLex are formed with lemmata in a synonymic
relation (synset subsets) followed by their sense numbers (standard Princeton
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WordNet notation). The standard definition of synonymity says that two syn-
onymic words can be always substituted in the context. However, the synonymity
in synsets is understood like very close sense affinity of given words, the substi-
tution rule cannot be applied in all cases here. In VALLEX 1.0, a headword is
one lemma, possibly two or more lemmata in case of lemma variants.! Lemma,
variants in VerbaLex are considered as independent lemmata and they are distin-
guished by their WordNet sense numbers. An example of two verb frame entries
in VALLEX 1.0 and VerbalLex is displayed in the Figure 1.

In Verbal.ex, each word entry includes an information about the verb aspect
(perfective — pf ., imperfective — impf. or both aspects — biasp.). VerbaLex
valency frames are enriched with aspect differentiations for examples contain-
ing the verb used with the given valency frame. This is important in case of
synonymic lemmata with different aspect:

Princeton WordNet — wade:1

Definition: walk (through relatively shallow water)

VerbaLex: brodit se:2 impf., prebrodit se:1 pf.

frame: AG <person:1>ﬁ]3{)1 VERB SUBS <Substaunce:1>g§11l
example: prebrodil se blatem pf. / he wade through mud
example: brodil se piskem impf./ he wade through sand

7

The constituent elements of frame entries are enriched with pronominal terms
(e.g. kdo — who, co — what) and the morphological case number. This notation
allows to differentiate an animate or inanimate agent position:

Princeton WordNet — bump:1, knock:3
Definition: knock against with force or violence
VerbaLex: narazit:1 pf. / nardzet:1 impf.

frame: AG <person:1>ﬁ]3£)1 VERB OBJ <ObjeCt:1>3]81(:eho27na cod

PART <body part:1>P! -
example: I bumped to the wall with my head
frame: OBJ <vehicle:1>°P1  VERB OBJ <object:1>9P!

col do ¢eho2,na cod
example: the car bumped to the tree

2.1 Verb Usage and Verb Classes

VerbalLex captures additional information about types of verb use and semantic
verb classes. Three types of verb use are displayed in the lexicon. The primary
usage of a verb is marked with abbreviation prim, metaphorical use with posun
and idiomatic and phraseological use with idiom (this follows the VALLEX 1.0
notation). The assigned semantic verb classes are adopted from the Martha
Palmer’s [5] VerbNet project. The verb classes list is based on Beth Levin’s [6]
classes with more fine-grained sets of verbs.

! the lemmata with small phoneme alternation that are interchangeable in any context
without any change of the meaning — bydlet/bydlit, to live (where).
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There are 395 classes in the current development version of VerbNet, which
was provided by Martha Palmer’s team. But this number seems to be too much
for Czech verbs, therefore the list of verb classes will be adapted to the conditions
of the Czech language:

Princeton WordNet — cry:2, weep:1

Definition: shed tears because of sadness, rage, or pain
VerbaLex: brecet:1, plakat:1, ronit:1

class: nonverbal_expression-40.2

Princeton WordNet — take care:2, mind:3
Definition: be in charge of or deal with
VerbaLex: dbat:2, starat se:2, pecovat:3
class: care-86

Princeton WordNet — be:11, live:5
Definition: have life, be alive
VerbaLex: zit:1, byt:2, existovat:3
class: exist-47

3 Semantic Roles

VerbaLex has introduced a different concept of semantic roles (i.e. functors in
VALLEX 1.0) as compared to VALLEX 1.0. Currently, the list of semantic roles
and the way of their notation establish one of the main differences between
VALLEX 1.0 and VerbaLex valency frames (see also [7]). The functors used
in VALLEX 1.0 valency frames seem to be too general and they do not allow
distinguishing different senses of verbs. We suppose that a more specific subcat-
egorization of the semantic role tags is necessary, therefore an inventory of two
level semantic role labels was created.

The first level contains the main semantic roles proposed on the 1stOrder-
Entity and 2ndOrderEntity basis from EuroWordNet Top Ontology [8]. On the
second level, we use specific literals (lexical units) from the set of Princeton
WordNet Base Concepts with relevant sense numbers. We can thus specify groups
of words (hyponyms of these literals) replenishable to valency frames. This con-
cept allows us to specify valency frames notation with large degree of sense
differentiability.

For example the literal writing implement:1 is a hypernym for any imple-
ment that is used to write.

Princeton WordNet — draw:6

Definition: represent by making a drawing of, as with a pencil, chalk,

etc. on a surface

VerbalLex: kreslit:1, malovat:1

frame: AG <person:1>ﬁ31)1 VERB ART<creation:2>glg}L
INS<writing implement:1>gb1

example: my sister draws a picture with coloured pencils, the famous

artist was drawing his painting only with charcoal
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The left-side valency position is most frequently occupied by the semantic
role AG, an agent. The agent position in a valency frame is understood as a
very general semantic role (functor ACT) in VALLEX 1.0. This label does not
allow to distinguish various types of action cause. Two level semantic role la-
bels in Verbal.ex are able to define cause of action quite precisely. The main
semantic role AG is completed by an adequate literal depending on the verb
sense and valency frame. Thus, we can identify whether the agent is a person
AG(person:1), an animal AG(animal:1), a group of people AG(group:1), an
institution AG(institution:1) or a machine AG(machine:1). For some verbs
with very specific sense, hyponyms of these literals are used. For example:

Princeton WordNet — sugar:1, saccharify:1
Definition: sweeten with sugar
Verbalex: sladit:4, osladit:1, pocukrovat:1

frame: AG <person:1>ﬁ3{)1 VERB SUBS <food:1>82}l

SUBS <sugar:1>g}§l7
example: sugar your tea with brown sugar

In VALLEX 1.0, each valency frame starts always with functor ACT. In our
opinion, it is useful to differentiate the sense of the left-side valency position
(subject position) in more detail. According to our definition of agent AG (sb or
sth doing sth actively) this position may be also occupied by other semantic roles.
The subject position can contain objects OBJ, substances SUBS or a semantic
role denoting abstract concepts — human activity ACT, knowledge KNOW, event
EVEN, information INFO, state STATE. For example:

Princeton WordNet — follow:6, come after:1

Definition: come after in time, as a result

VerbaLex: pfijit:25 / prichdzet:25, ndsledovat:4

frame: EVEN <event:1>°Pl VERB EVEN <event:1>0P!

col po ¢emb6
example: heavy rain followed flood

Princeton WordNet — fall:3

Definition: pass suddenly and passively into a state of body or mind
VerbalLex: zachvatit:2, zmocnit se:2

frame: STATE <state:4>°P1 VERB PAT <pe1“s01t1:1>ﬁ]3]}104

col
example: he fall into a depression

Quite a large number of semantic roles inspired by EuroWordNet Top Ontol-
ogy roughly correspond with the PAT functor in VALLEX 1.0. The PAT label
covers quite different senses, which can be very well identified.

In our inventory, PAT is defined as: the semantic role of an entity that is not
the agent but is directly involved in or affected by the happening denoted by the
verb in the clause (definition of literal patient:2 from Princeton WordNet).

Princeton WordNet — experience:1, undergo:2, see:21, go through:1
Definition: go or live through
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Table 1. List of semantic roles from Verbalex that are used in examples.

AG the semantic role of the animate entity that instigates or causes the
happening denoted by the verb in the clause, we extended this defi-
nition for inanimate entity that does sth actively (e.g. machine)

ART a man-made object taken as a whole

SUBS that which has mass and occupies space

PART a portion of a natural object, something determined in relation to
something that includes it, something less than the whole of a human
artifact

INS a device that requires skill for proper use

OBJ  a tangible and visible entity; an entity that can cast a shadow

EVEN something that happens at a given place and time

STATE the way something is with respect to its main attributes

VALLEX 1.0: absolvovats

frame: ACT(l)b1 PATZIO1

VerbaLex: absolvovat:2, prozit:1 / prozivat:1 /

frame: AG <person:1>ﬁ3¥)1 VERB EVEN <experience:3>2§}l
example: he underwent difficult surgery

Some second level literals cannot be adopted from Princeton WordNet Base
Concepts — especially specification of roles considered as “classic” deep cases.
These literals (e.g. agent:6, patient:2, donor:1, addressee:1 or beneficia-
ry:1) do not have any hyponyms in Princeton WordNet and cannot be substi-
tuted by any word.

For such cases, the literal person:1 is used (or another suitable literal with
large number of hyponyms, e.g. AG(person:1), PAT(animal:1)). This “classic”
semantic roles are consistent with some functors in VALLEX 1.0 (ACT, PAT,
ADDR, BEN etc.). A list of VerbaLex semantic roles that are used in the presented
examples is displayed in the Table 1.

3.1 Special Semantic Roles

VerbaLex describes not only the valency and semantic frames, it also includes
other relevant information about Czech verbs, such as the verb position. In a
free-word order language like Czech the position of the verb within the verb
frame is usually not strictly specified.

Verbal.ex uses a special semantic role, VERB, which marks the (usual) position
of the verb in its verb frame. Such default verb position is not needed only for
analysis of verb valencies, it can be also directly used in the process of generation
of Czech sentences, e.g. as an output of a question-answering machine.

The left side of the verb position is traditionally occupied by the sentence
subject, which is also the case marked in most of the verb frames in VerbaLex.
However, there are some cases, where the verb frame has to obey different rules
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[SI]_ verbalexcNiP.txt = (/nlp/verbalex/datasverbaleschie) - GVIM ]
File Edit Tools Syntax Buffers Window [RUEGEIESSE Help
DEE® % e B B0 O s . :
vloZ Sémantickou roli * =
[ ODLISIT SE:1(ODLISOVAT SE), LISIT SE:2 Nové sloveso INS-TIME

~ ned: 1igit se:2 dok: odlisit se:1 1 NowyraMec -

+ AG(kdol;<person:1>;0bl)+++VERB+++ENT | . 7 . o, s<group:1>;0bl)++ <
—_synon: Zména velikosti pisma > ADR
-example: ned: 1i§i se od ostatnich otevii Soubor pro dopliiovani AG
-use: prim o o
_elass: zavii soubor pro Dopliiovani ANY
-occurs: verbalex Zobrazit jen Lemmata  zM ART

[ ODPALIT: 1, ODSTARTOVAT:?) EErRRTEE ATTR

~ dok: odpdlit:1 dok: odstartovat:2 Zobrazit i valenCe BEN

+ AGEI;:zl.;lfpersan:b:ob1]+++VERB+++ART( Zobrazit Ve 2R CAUSE
-example: dok: ¢lovék odpdlil raketu do vesmiru COM
-use: prim COMPAR | ||
-class: ]
-occurs: verbalex DON

~ dok: edpalit:1 dok: odstartovat:2 DPHR

+ AG(col;<institution:1>;o0b1)+++VERB+++ART(co4;<rocket:1>;0bl)

-synon: ENT
-example: dok: NASA odpdlila raketu na Mésic EVEN
-use: prim
—class: EXT
—occurs: verbalex FEEL
[© ODPOROVAT: 1, OPONOVAT: ?) GROUP
HER
= ODPUSTIT: 1(ODPOUSTET), PROMINOUT:1(PROMIJET) INFO

~ dok: prominout:1 med: promijet dok: odpustit:1 ned: odpoustét

+ AG(kdol;<person:1>;obl)+++VERB+++ENT (komu3;<person:1>;opt)+++ACT(co4| Ze; <deed:1>;0bl) [
—-synon: hd

—- INSERT -- 7315,13 49%
Fig. 2. The tool for editing verb valency frames dictionary in the VerbalLex format.

— e.g. sentence Dalo se do desté (It started to rain) cannot contain any subject.
For the notation of such cases, VerbaLex uses another special semantic role ISUB,
an inexplicit subject.

4 Implementation of Editing and Exporting Tools

For the sake of editing the newly adopted verb valency frame format VerbaLex,
we have implemented a new set of editing and exporting tools.

The main interactive tool for user editing of the valency dictionary, named
verbalex.sh, is based on a highly configurable multi-platform editor VIM (see
the Figure 2). Such approach enables a linguistic expert to easily enter computer-
parseable data in a fixed plain text format and still, thanks to the flexible color
syntax highlighting, he or she has a full visual control of possible errors in the
format.

The editing itself is not fixed to one platform, users can run the same en-
vironment under any of the current popular computer operating systems (VIM
editor runs on nearly any platform).

The authoring tool verbalex.sh currently offers these functions to the edit-
ing user:

— free editing of the dictionary entries
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<headword_lemmata>
<lemma ord=’1’ sense=’2’ aspect=’pf’>chopit</lemma>
<lemma ord=’2’ sense=’2’ aspect=’pf’
aspectual_counterpart_lemma=’uchopovat’>uchopit</lemma>
<lemma ord=’3’ sense=’2’ aspect=’impf’
aspectual_counterpart_lemma=’uchopit’>uchopovat</lemma>
<lemma ord=’4’ sense=’3’ aspect=’pf’
aspectual_counterpart_lemma=’brat’>vzit</lemma>
<lemma ord=’5’ sense=’3’ aspect=’impf’
aspectual_counterpart_lemma=’vzit’>brat</lemma>
<lemma ord=’6’ sense=’4’ aspect=’pf’
aspectual_counterpart_lemma=’chdpat se’>chopit se</lemma>
<lemma ord=’7’ sense=’4’ aspect=’impf’
aspectual_counterpart_lemma=’chopit se’>chapat se</lemma>
</headword_lemmata>

Fig. 3. An example of XML structure of aspectual counterpart tuples within one dic-
tionary entry.

— regular expression searching in the dictionary

— template-based adding of a new verb entry or a new verb frame to the current
entry

— menu-based adding of new semantic role to the current frame

— multilevel folding — hiding/unhiding of valency attributes, valencies or full
valency frames

— visual marking of the current frame for further inquiry

— interactive merging of definitions from two parallel sources

Moreover, the interpreted approach of the tool makes adding of new features
to the editing system easy to implement.

The plain text format edited by a human expert is in further processing
transformed into an XML standard format which enables conversions into dif-
ferent formats used for visual checking, searching and presentation of the valency
dictionary.

The XML schema used in VALLEX 1.0 had to be changed to suit the aug-
mentation of the format in VerbaLex. The changes include

— adding class attribute to frame slot tag to cover wordnet basic concept
literals

— including the wordnet word sense in the lemma tags

— shifting the verb aspect to headword_lemma, which now enumerates all the
aspectual counterpart tuples. An example of such XML substructure can be
found in the Figure 3.

The resulting XML structure is then transformed into various output for-
mats with the use of modified tools from VALLEX 1.0. The export formats
are HTML with navigation among the characteristic features of the dictionary
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entries, Postscript document for printing including page index of all verbs and
PDF, which allows navigation through the document in the same visual form as
for hardcopy printing.

5 Conclusions and Future Directions

We have displayed the details of the Verbalex verb valency frames dictionary
and described the augmentation of the PDTB VALLEX 1.0 format that was
needed for encapsulation of new semantic roles and links to the Czech wordnet
entries.

The nearest development of VerbalLex dictionary includes adding several
thousands of verbs and implementation of sophisticated checks of the correctness
of the entered data with direct linking of the editing tool to wordnet editor and
to the syntactic analyzer.
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Abstract. The contribution will describe an experiment with the auto-
matic translational tool Cesilko that was designed for translation between
very close languages, namely Czech and Slovak. We had at our disposal
the Czech version of the Orwell’s novel 1984, morphologically annotated,
and the Slovak version without the annotation. We automatically trans-
lated the Czech version into Slovak and compared the result with the
automatic morphological annotation of the Slovak version. We evaluated
the experiment using manually annotated part of the Slovak version.
During the experiment we had to deal with different inconsistent mor-
phological tagsets used for the annotation of different input data. Con-
versions among them made the hardest problems of the whole work. The
contribution will concentrate on overcoming inconsistent tagsets, as the
problem is quite common.

1 Overview

The impulse for the experiment was a decision of our Slovak colleagues to use
Orwell’s novel 1984 for a manual morphological annotation. There exists the
Czech counterpart — Czech translation of the same text morphologically an-
notated during the project MULTEXT-East that ran in 1995 — 1997 ([7]). It
consisted in creating morphological tagsets for several languages of the Central
and Eastern Europe and their use for annotation of the Orwell’s novel.

The aim of the recent experiment was to preprocess the Slovak text by the
automatic morphological annotation to speed the manual work of human an-
notators. Our idea was to try, if the automatic translator could help. We used
our tools developed before, especially the automatic translator Cesilko. With its
help, we translated the Czech version automatically into Slovak. At the same
time, we automatically morphologically annotated the Slovak version. Then we
searched word forms from the original Slovak version in the translation, compar-
ing their morphological tags. As the both Slovak texts (automatic and manual)
differed, we had to develop a simple Slovak-Slovak aligner.

In the following sections, we will denote by C' the Czech and by S the Slovak
translation of the text 1984.
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2 Cesilko — Translational Tool for Very Close Languages

Czech and Slovak are very close languages. So close, that an idea of a literal
translation is not so crazy as it certainly is for the majority of other language
pairs. The automatic translational tool Cesilko takes advantage of the closeness.
Its results were very promissing ([4]). There exists even its extended version for
Lithuanian, with additional syntactic modules overcoming the greater distance
between the languages ([3], [6]).

There are 2 possible ways, how to use the tool Cesilko:

1. for translation between Czech and Slovak
2. for morphological annotation of Slovak texts

2.1 Translation from Czech to Slovak

The translation is based on morphological analysis of the intput text, in our case
the Czech version. It assigns a set of pairs [lemma, morphological tag] to every
word form. The set of pairs can contain tens of items for certain word paradigms,
but the average is 3.6 pairs per word form. The basis for the morphological
analysis is large monolingual morphological dictionary of Czech covering more
than 800 000 lemmas (see [1]).

Next step is tagging, or disambiguation, and lemmatisation. It consists in
choosing one pair [lemma, morphological tag] from the set of all possible ones.
The tagging is based on statistics (see [2]) and achieves the accuracy between 92
and 93%.

For the translation itself, the bilingual Czech - Slovak dictionary is used,
containing the data necessary for translation of lemmas and appropriate tags.
It translates the Czech lemma assigned by the tagging and produces its con-
crete form in the second language (Slovak) according to the original (Czech)
morphological tag selected by the tagger.

The translator is able to skip over the first two steps — morphological anal-
ysis and tagging — if the input text already contains a unique pair [lemma,
morphological tag] for every word form. Thus, we could use our manually anno-
tated data as the input.

2.2 Morphological Analysis and Tagging of Slovak

The morphological analysis of Slovak works identically as the morphological
analysis for Czech described in the previous paragraph. It uses large monolingual
Slovak morphological dictionary created by J. Hric covering more than 100 000
lemmas for the morphological analysis, and the same statistical methods for

tagging.

3 The Data — Orwell’s novel 198/

For our experiments, we used 2 inputs:
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1. the Czech version C
2. the Slovak version S

3.1 The Czech 198/ and its Pre-Processing

We had at our disposal the whole text of 198/ manually morphologically anno-
tated, the result of the project MULTEXT-East ([8], [7]). As the morphological
annotation of the Czech text was made manually, we can suppose that it was
errorless. However, it was necessary to unify the tagsets. The original tagset (let
us denote it T'C1) for the manual annotation was different from the tagset TC2
(described in [1]) used by the translator and the both sets were not possible to
transfer 1:1.

Namely, the tagset TC2 uses compound values for several morphological
categories, which is not the case ot the tagset T'C1. For instance masculine
gender is not always further distinguished between animate and inanimate (es-
pecially for pronouns where there is often difficult or impossible to decide the
right possibility) and has a compound tag for the both. Or, some morphological
categories are possible to assign the value X, meaning "there can be any appro-
priate value". It is used for instance for the category of case with indeclinable
nouns. The tagset T'C'1 does not allow these possibilities. To make the both
tagsets compatible, we had to exclude the detailed tags of T'C'1 that did not
have their counterpart in the tagset T'C2, and replace them with less detailed
tags containing the compound values. Of course, we have lost some information.

The incompatibility between the tagsets TC1 and TC2 was the first main
source of errors. The other was the "translation" of the Czech tagset T'C2 into
the Slovak one T'S1, because of some differences, though tiny, between the both
grammars. The tagset we used for automatic annotation of the Slovak version
was created by J. Hric on the base of the Czech tagset of J. Hajic.

Later, we will mention the last source of errors, which is again connected
with incompatible tagsets, this time the Slovak ones.

For the translation described in the previous section we used the annotated
text C with converted tags, skipping the first two steps of the general procedure.

Let us denote CT'S the Slovak translation of the Czech text (Czech Translated
into Slovak).

3.2 The Slovak 1984

The Slovak version of 198/ we used for our experiments was the "manual"
translation of the novel, made by the human translator Juraj Vojtek [9].

The automatic morphological analysis of the Slovak text was processed, fol-
lowed by the automatic statistical disambiguation (tagging). It consisted in
choosing one pair [lemma, morphological tag] from all possible pairs proposed by
the Slovak morphological analyzer. Let us denote SA the result of the automatic
morphological analysis (Slovak Analyzed). Every word form now has assigned
(possibly several) pairs [lemma, morphological tag], one of them automatically
selected as the correct one.
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There is an example of a single word form piesku (in English sand in genitive,
dative or local) after this phase of procession:

<f>piesku<MDI>piesok<MDt>NNIS3-----A----<MMI>piesok< MMt >NNIS2--
-—-A----<MMt>NNIS3-----A----<MM¢t>NNIS6-----A----

It has the following attributes assigned:

— <f> original word form, taken from the input text;

— <MMI> lemma assigned on the basis of the morphological dictionary; can
be multiple;

— <MMt> tag assigned by the morphological analyzer; can be multiple;

— <MDI> lemma chosen by the tagger from the set created by the morpho-
logical analysis; always unique;

— <MDt> tag chosen by the tagger from the set created by the morphological
analysis; always unique.

4 Slovak-Slovak Aligner

The first experiment consisted in comparing the Slovak texts CTS and SA. As
the Slovak translation SA from English was processed by an alive translator
(a writer) and the translation CTS from Czech was automatic, there is no
surprise that the both texts differ. We could neither align them on the basis of
the same positions, nor it was possible to align sentences.

Table 1. shows the main numerical differences between the both texts:

SA CTS
# words 83 897 79 860
# delimiters 19 165 20 505
# sentences 6 974 6 714

However, as the both versions are in the same language, Slovak, there is no
need to use complicated aligners designed for pairs of different languages. Our
simple aligner consisted in trying to find the same word forms in the both texts.
We did not search lemmas because in different translations they could appear in
different grammatical forms which would not help us. If there appears the same
word form in the both texts, there is bigger chance, that the both morphological
tags could be the same, though there is quite great homonymy among the forms
of one lemma. However, the homonymy usually exists only among one or two
categories (see our example above, where the 3 MMt tags express the homonymy
among genitive, dative and locative), the rest of the assigned tag could be right
and could help a human annotator anyway.

The aligner worked in the direction SA — CTS.

We looked within certain limits around the same position of the SA. The
limit (k) became the parameter of the aligner. As the texts have not the same
number of positions, we had to assign a relative position to every word of the both
texts. The relative position is a number from the interval (0,1) expressing the
relative location of the word within the whole text. It was calculated according
to the following formula:
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_ 1
rel = & * abs

where N is number of words in the text, abs absolute position of the word
expressing the order of the word — for the first word abs = 0, for the last one
abs = N — 1. The relative position became the other attribute (rel) of our word
forms:

<f>piesku<MDI>piesok<MDt>NNIS3----- A---- < MMI>piesok< MMt >NNIS2--
A <MMt>NNIS3-----A----<MMt>NNIS6-----A-—-<rel>0.00059597

To put it together, we sought in CTS every word form from SA within +k
words beginning on the nearest relative position in CTS.

After preliminary experiments we found out that the most aligned word forms
were prepositions and conjunctions. Because of their high frequency in any text,
the alignment often made a pair of two items that did not belong to each other.
That is why we excluded prepositions and conjunctions from our considerations.

If we found the same word form meeting the above conditions, we added a
new attribute MPt to the word form in SA:

<f>piesku<MDI>piesok<MDt>NNIS3-----A---—-<MMI>piesok< MMt >NNIS2--
-—-A----<MMt>NNIS3-----A----< MMt >NNIS6-----A----<rel >0.00059597 < MPt >
NNIS3-----A----

In our example we see that the attributes MDt and MPt are equal. It means
that the word form piesku from SA was found within our limits in CTS and
the morphological tag chosen by the tagger is the same as that one assigned by
the automatic translator.

The aligner sometimes found more than one identical word forms in CTS
within the given span, especially for higher values of the parameter. These items
had to be ignored because it is not possible to decide automatically, which is the
right one. From the rest, more than 3/4 of the aligned word forms had the same
morphological tags (M Dt = M Pt).

Table 2. shows results of this experiment for the parameters 10, 20, 30, 40, 50.

Parameter k|Identical words|More MPt’s|M Dt = M Pt|% of unique alignment
10 3829 681 2514 79.86
20 6 268 1827 3 496 78.72
30 7973 2912 3 877 76.61
40 9 297 3894 4125 76.35
50 10 942 4714 4 765 76.51

It should be added, that there are 67 713 word forms that are neither prepo-
sitions, nor conjunctions. Even if the amount of equal tags is quite high, the
automatic translation is not reliable enough to be used for assigning tags to a
manual translation.

5 Ewvaluation

For the evaluation of the automatic morphological annotation we used the initial
part of the novel 1984, representing approximately one fifth of the whole text,
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which had already been manually annotated with the new Slovak morphological
tagset.

5.1 Differences Between Tagsets

Our Slovak colleagues decided to use again another tagset, different from the
previous ones, and the incompatibility between the two systems represented a
further source of errors. As the both systems of annotations are not possible to
map 1:1, we had to adapt the conversion table in order that it could be used for
comparing the manual and automatic results.

The biggest difference between the tagsets consists in annotating a special
property of words — paradigm — by our Slovak colleagues. They distinguish up
to 7 paradigms (nominal, adjectival, pronominal, numeral, adverbial, incomplete
and mixed) for some parts of speech. This information is generally not possible
to get from the Czech system of morphological tags. We had to ignore it and
compare the results without the part of the Slovak morphological tag describing
the paradigm.

Another big difference is Slovak distinguishing between adjectives and passive
participia, even for already lexicalized items, which is not the case of the Czech
system. In the evaluation we considered them equal.

Other incompatibilities were based again in possible compound values of the
tagset T'C2, as has been described in the section 3.1. The Slovak system does
not allow these possibilities.

We solved these problems by using simple regular expressions. Some mor-
phological tags of the Czech tagset were translated into the Slovak format with
some positions "dotted", so that they could be taken as regular expressions —
one regular expression then could match with several Czech morphological tags.
For instance the Czech tag NNFPX-----A-—— for feminine (F) nouns (NN) in plu-
ral (P) with indeterminable case (X) was converted into SUfp. , where S means
noun, U incomplete paradigm, f feminine, p plural and . (dot) stands at the case
position. It is not part of the Slovak tagset, but the whole tag can be used as a
regular expression with an arbitrary sign at the end.

Having settled up the problems with different tagsets, we converted Czech
morphological tags MDt and MPt into Slovak SDt and SPt. We also added the
tag MAN from the manual annotation, so that the final word forms looked like:

<f>piesku<MDI>piesok<SDt>SSis3<SPt>SSis3<MAN>SSis3

The following example has a tag in the form of regular expression. The dot
stands at the position of the paradigm, that was not possible to get from the
Czech system. The rest of the manual tag is the same; we could evaluate such
cases as successful.

<f>jeden<MDI>jeden<SDt>N.is1<SPt>N.is<MAN>NFisl
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5.2 Results

We introduced the last attribute AGR (agreement). It can have the following
values:

D , if MAN = SDt (agreement between the manual annotation and Slovak
annotation)

P ,if MAN # SDt and M AN = SPt (agreement between the manual annota-
tion and the translation)

0 , otherwise (no agreement)

The table 3 shows the final results for word forms without delimiters:

AGR| Count %| Explanation
D 14 226 80.35| SDt = M AN
P 86 0.49| SPt = MAN&SDt # M AN
0 3 392| 19.16| no agreement

The reason of not very high agreement lies in the multiple conversions among
incompatible tagsets.

Let us have a look at items of no agreement. Almost one quarter of them
(22.8%) are unknown words (SDt = Q) — words that were not present in the
morphological, nor in the translational dictionary. Half of them are proper names
(for instance Winston has the frequency 544). There is always problem with
proper names because there will never exist a dictionary that would contain
them all. However, it is possible to recognize them with other methods, for
instance guessers ([5]).

Many errors are caused by the incompleteness of the dictionaries. One of
the useful results was the list of words that should be added. However, due
to the subject matter of the novel, there is quite a lot of very unusual words
that are not used in the current language — ideozlodinec (in English thought-
criminal), podpododdeleni (in English subsubdivision), some of them were even
not translated into Slovak — newspeak, facecrime, or have a special Slovak ending
— goldsteinizmus. These types of words do not belong to general dictionaries, it
is necessary to recognize and determine them by different means (an automatic
recognition tool, a guesser).

5.3 Conclusions

Though the automatic translational tool Cesilko itself is reported to be very
good, it is not possible to use it directly for annotation of the original Slovak
text. However, it is possible to align the manual and automatic texts very easily
on the basis of individual word forms.

Different approaches to basic inputs bring a lot of hardly surpassable barriers
that are necessary to overcome at the cost of losing accuracy. For better results,
it would be necessary to "translate" the dictionaries into the final tagset. Un-
fortunately, it cannot be done entirely automatically — it would demand a lot
of manual work.
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Abstract. This paper presents the latest results in the development of
deep syntactical analysis of Czech as a representative of highly inflec-
tional free-word order language. The implemented parsing system synt
uses a fast head driven chart parser with the underlying grammar for-
malism based on the meta-grammar approach with effective evaluation
of additional constraints needed for capturing the contextual features of
analysed phrases.

1 Introduction

The syntactic analysis of running texts plays a crucial role in many areas of
advanced written and spoken text processing ranging from grammar checking,
machine translation or phrase identification to knowledge mining and ontology
acquisition. The problem of syntactical parsing is often reduced to shallow syn-
tactic analysis, e.g. [1], which is sufficient in many applications where the speed
of the processing is more important than obtaining an exact and deep syntactic
representation of sentence. On the other hand, when the final aim is a thorough
meaning representation of the input sentence, a complete parsing is inevitable.
This is also the case of our system, which is being implemented as a part of the
Normal translation algorithm of natural language sentences to constructions of
Transparent intensional logic [2].

Currently there is only one comparable syntactic analyser for Czech [3]. Tt
is based on NCFDG (non-projective context-free dependency grammar) formal-
ism, which is supposed to be suitable for free-word-order languages like Czech.
However, it is difficult to implement an effective analyser which uses this for-
malism. That is why, within the synt design, we have chosen an approach with
a fast CFG backbone parser supplemented with contextual constraints for the
analysis.

2 Description of the System

We bring into play three successive grammar forms. Human experts work with
the meta-grammar form (G1), which encompasses high-level generative con-
structs that reflect the meta-level natural language phenomena like the word
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Input sentence PCFG, constraints h

Applying pruning constraits | § Selecting n best trees]

Parsing algorithm ' v

Selecting n best trees | JApplying pruning constraintsf

Derivation trees
Resulting tree

Fig. 1. Modules and data flow in 1ibkp

order constraints, and enable to describe the language with a maintainable num-
ber of rules. The meta-grammar serves as a base for the second grammar form
(G2) which comes into existence by expanding the constructs. This grammar
consists of context-free rules equipped with feature agreement tests and other
contextual actions. The last phase of grammar induction (G3) lies in the trans-
formation of the tests into standard rules of the expanded grammar with the
actions remaining to guarantee the contextual requirements.

The number of rules naturally grows in the direction G1 < G2 < G3. The
current numbers of rules in the three grammar forms are 253 in G1, 3091 in G2
and 11530 in G3, but the grammar is still being developed and enhanced.

In the current stage of the meta-grammar development, we have achieved an
average of 92.08 % coverage! with 83.7% cases where the correct syntactic tree
was present in the result. However, the process of determining the correct tree
is still premature.

3 Parser

We restrict our work to lexicalized grammars, where terminals can only appear
in lexical rules in the form of A — w;. This restriction allows us to simplify the
implementation and it also enables to separate a lexicon from the grammar?. The
parsing module of synt, the 1ibkp library provides an efficient implementation
of standard parser tasks:

— syntactic analysis of sentences in natural language based on context-free
grammars that can be large and highly ambiguous;

— efficient representation of derivation trees;

pruning of the trees based on the application of contextual constraints;

— selecting n most probable trees based on computed probabilities of edge
values (e.g. the frequency characteristics obtained from tree-banks);

! measured on 10.000 Czech corpus sentences with an average time of 276 mili-seconds

per sentence.
2 Actually we do not use Czech lexicon in our system because the lexical rules are
created with the morphological analyser ajka [4].
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— visualization and printing of the parsing trees in a graphical form.

All these functions are implemented as plug-ins that can be modified as
needed or even substituted with other implementations. For example, we have
compared four different parsing algorithms which use identical internal data
structures (Earley’s top-down and bottom-up chart parser [5], head-driven chart
parser [6] and Tomita’s GLR [7]. All these implementations produce the same
structures, thus applying contextual constraints or selecting n best trees can be
shared among them. The data flow in 1ibkp library is shown in the Figure 1.

Princeton WordNet — curl:4, wave:4
Definition: twist or roll into coils or ringlets
Verbal.ex: natocit:3

. . n.1~0Dbl
frame: AG <person:1>_3 ~ .~ VERB PART
obl obl

<hair:6>WhatACcus PAT.<person:.1>WhomDat
example: Mary curls her friend’s hair

Fig. 2. An example of VerbalLex verb frame.

3.1 Evaluation of Contextual Constraints

The contextual constraints (or actions) defined in the meta-grammar G1 can be
divided into four groups:

1. rule-tied actions

2. agreement fulfillment constraints
3. post-processing actions

4. actions based on derivation tree

The rule-based probability estimations are solved on the first level by the rule-
tied actions, which also serve as rule parameterization modifiers.

Agreement fulfillment constraints serve as chart pruning actions and they are
used in generating the expanded grammar G3. The agreement fulfillment con-
straints represent the functional constraints, whose processing can be interleaved
with that of phrasal constraints.

The post-processing actions are not triggered until the chart is already com-
pleted. Actions on this level are used mainly for computation of analysis proba-
bilities for a particular input sentence and particular analysis. Some such com-
putations (e.g. verb valency probability, see Section 3.3) demand exponential
resources for computation over the whole chart structure. This problem is solved
by splitting the calculation process into the pruning part (run on the level of
post-processing actions) and the reordering part, that is postponed until the
actions based on derivation tree.
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The actions that do not need to work with the whole chart structure are run
after the best or n most probable derivation trees are selected. These actions
are used, for example, for determination of possible verb valencies within the
input sentence, which can produce a new ordering of the selected trees, or for
the logical analysis of the sentence.

3.2 Implementation

In the 1ibkp library every grammar rule has zero, one or more semantic actions.
The actions are computed bottom-up (like in bison GNU tool). These actions
serve the purpose of:

— computing a value used by another action on the higher level;
— throwing out incorrect derivation trees.

For example, the following grammar rule for genitive constructions in Czech has
three semantic actions:

npnl -> np np +0.0784671532846715
test_gen ( $$ $2 )
prop_all ( $$ $1 )
depends:1 ( $$ $1 $2 )

First line contains a grammar rule with its frequency obtained from a tree-
bank. The contextual constraints are listed on the lines bellow it. The number 1
after the colon represents an internal classification of the action. We can turn an
evaluation of actions with specified type on and off. The $$ parameter represents
the return value. The $n parameter is a variable where we store a value of n-
th nonterminal of the rule. Notice that the presented notation is not entered
directly by users. It is generated automatically from the meta-grammar G1.

The representation of the values It was shown that parsing is in general
NP-complete if grammars are allowed to have agreement features [8].

The pruning constraints in 1ibkp are weaker than general feature structures.
It allows us to have an efficient implementation with the following properties. A
node in the derivation tree has only limited number of values, e.g. the number
of values for noun groups in our system is at most 56 [9]).

During the run of the chart based parsing algorithm the results of the parsing
process are stored in a packed shared forest of Earley’s items [5]. To compute
the values, we build a new forest of values instead of pruning original packed
shared forest. The worst-case time complexity for one node in the forest of values
is therefore 56° where § is the length of the longest right-hand side grammar
rule. Notice that this complexity is independent on the number of words in input
sentence.

The values in the forest of values are linked with Earley’s items. An item
contains a single linked list of its values. The value holds a list of its children
— one dimensional arrays of values. This array represents one combination of



128 Ales Hordk and Vladimir Kadlec

values that leads to the parent value (there can be more combinations of values
leading to the same value). The i-th cell of the array contains a reference to a
value from ¢-th symbol on the RHS of the corresponding grammar rule.

3.3 Verb Valencies

In case of a really free word order language, we need to exploit the language
specific features for obtaining the correct ordering of the resulting syntactical
analyses. So far the most advantageous approach is the one based upon valencies
of the verb phrase — a crucial concept in traditional linguistics.

We are currently preparing a comprehensive list of verb frames (VerbaLex),
see [10], featuring syntactic dependencies of sentence constituents, their semantic
roles and links to the corresponding Czech WordNet classes. An example of such
verb frame is presented in the Figure 2. The list currently contains more than
3000 verbs which, when gathered in synonymic groups, share about 1700 verb
frames.

The part of the system dedicated to exploitation of information obtained
from a list of verb frames is necessary for solving the prepositional attachment
problem in particular. During the analysis of noun groups and prepositional
noun groups in the role of verb valencies in a given input sentence one needs to
be able to distinguish free adjuncts or modifiers from obligatory valencies. We
are testing a set of heuristic rules that determine whether a found noun group
typically serves as a free adjunct. The heuristics are based on the lexico-semantic
constraints supplemented with the information obtained from Verbalex.

Certainly, when checking the valencies with VerbaLex, we discharge the de-
pendence on the surface order. Before the system confronts the actual verb valen-
cies from the input sentence with the list of valency frames found in the lexicon,
all the valency expressions are reordered. By using the standard ordering of par-
ticipants, the valency frames can be handled as pure sets independent on the
current position of verb arguments. However, since Verbal.ex contains an infor-
mation about the usual verb position within the frame, we promote the standard
ordering with increasing or decreasing the respective chart edge probability.

4 Conclusions

The presented parsing system synt has already proven its abilities in analysis of
running texts in both speed and coverage of various sentence types. We believe,
that with continuous development of the grammar, we obtain a quality general
purpose system for deep syntactic analysis of natural language texts even for
language with such extent of non-analytical features as the Czech language is.

The current development of the system lies mainly in probabilistic ordering
of the obtained analyses with the usage of language specific features such as
augmented valency frames in VerbaLex.
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Abstract. Correct phonetic transcription is a key requirement for any
automatic speech recognition or text to speech system. In this paper
we describe our effort toward automatic phonetic transcription for Slo-
vak language. We give an overview on possible techniques suited for the
phonetic transcription and we explore the ability to create a rule based
transcription system. We focus also on the syllabical and morphologi-
cal segmentation as necessary part of rule based transcription for Slovak
language as well as the possibility to use it in the real application.

1 Introduction

Among mostly used techniques for computer speech recognition belongs today
Hidden Markov Models (HMM) and Neural Networks (NS). In both cases a
bigger amount of training data is required. Training input for such systems is
recorded speech as well as transcription of recorded utterances. The quality of
final system is very dependent exactly on the quality of the transcription.
Transcription itself is possible to create manually. In case of huge training set
it is power consuming job and can result in bigger amount of errors. If such data
are used for the training, a drop in the final accuracy can appear. On the other
side not using such data in the recognition process can have also unexpected
influence. The manual transcription can by done by two different ways:

— The input data are transcribed without listening what was really said (pro-
nounced). In such case is necessary to generate all possible pronunciations.
Advantage of such approach is, that we can obtain bigger amount of data
useful in the future for a recognition process. Disadvantage is that transcriber
does not have to cover also the pronunciation of the speaker.

— The input data are listened and transcription contains what was really said.
Such approach is invaluable especially if we have data from different dialects
regions. This approach is of course more time consuming but sometimes
necessary.

The second approach is automatic transcription. In contrast with the first one
it is possible to eliminate many human mistakes. On the other side the creation
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of such system can be very complicated. In some languages so complicated, that
it is not used at all. Automatic transcription of Slovak but for speech synthesis is
for example in [2]. Possibility of automatic transcription in Czech are discussed
in [11], [1].

Rule based approach The easiest way to create phonetic transcription and
start from the scratch are rule based systems. Such approach is also used when
other techniques — required a training data set — is not possible to use. The
requirements for creation of such system is existence of the rules — resp. existence
of possibility to create such rules — for “correct” pronunciation in case, that an
orthographic representation of the text is available. For the Slovak language very
good source of such rules is [8].

One of the assumption for creation of rule based system is existence of relation
between orthographic and orthoepic symbol sequence. It may be relation 1 : 1,1 :
N or N : 1. Relations N : N has to be possible to split just to the rules containing
1:1,1: N or N :1 only. If it is not possible, it is not possible to use rules to
generate pronunciation for particular language. As example for Slovak language
can be:

— ’1: 1’ relation: ’a — a’; grapheme @ always represents phone a.

—’1: N’relation: i — { I, I =~ J; grapheme i represents either phone I or
phone I ~. It is context dependent®.

— °N : 1’ relation: ’{ #, § } — I”; graphemes i, 3 always represent phone I:?.

If it is possible for particular language to create the set of such rules then
it is possible to create the system which will generate from input sequence of
graphemes G the appropriate sequence of phones F. Quality of output sequence
depends on the rules selection. For example if only orthoepic or also dialect
pronunciation was considered etc. [4].

Statistical methods The methods discussed in this section need certain
amount of training data. The training data are necessary for creation of cer-
tain statistics which are later used for generating the sequence of output phones
from input orthographical representation. In the most of the cases decision trees
are used. The basic idea is simple.

— The bigger training set is created. It consist of the W, & pairs where W is
word in orthographic form and @ is appropriate phonetic transcription. For
each such pair the graphemes to phonemes assignment is created. This is the
key task. First the assignment from & to W is created and then backward
by simple rules assignment W — &. This is outcome from assumption, that
number of graphemes is never smaller then number of phonemes. It is true

! In this case if i is followed by short vowel, it can be either group of vowels or
diphthong.
2 Such relations is possible to simplify to set of ’1 : 1’ relations.
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for English. For Slovak just in case when we do not use stand-alone phone
for the glottal stop. In Czech language — where glottal stop is more common
— mentioned assumption is not correct. To generate assignment & — W is
possible to use for example HMM [7].

— From the pairs W,® created in previous step is for each symbol w cre-
ated a decision tree based on the phone sequence ¢ generated for previous
graphemes w and information about orthographical context of symbol w.
So create tree is used later for conversion from orthographical to phonetical
representation.

Advantage of such approach is fact that in case of big training set the final
system will be able to deal with the foreign word better then rules based system.
Such solutions are part TTS system where are very ofter a words, not included
in the pronunciation dictionary. The hybrid system consisting of both discussed
methods are also popular.

2 Rules based system for Slovak

The decision whether to create rules based transcriptions system for Slovak or
use some statistical approach was determined by lack of sufficient amount of the
training data required for the statistical approach. The rule based approach re-
quired the analyze of all phonetical phenomena in Slovak language. The analyzed
problems can be devided in to following sections:

— Vowels — There is distinct relation between graphemes and phones in Slovak.
This is true if vowel is between two consonants or between consonant and
word boundary. The problem can be the transcription of vowel “4” but it is
discussed later.

— Diphthongs — Slovak has four diphthong: ia, e, iu, 6. Not all combination
of vowel i and a, e, u are diphthongs. Here was necessary to distinguish if
sequence of vowels is a real diphthong or vowels sequence.

— Vowels sequence — The vowels sequence in Slovak are only in prefixed
words, compounded words and foreign words. The pronunciation of vowels
sequences in foreign words was adapted to pronunciation of Slovak words.
The definition of the pronunciation rules was not problematic.

— Hard vocal begin and glottal stop - In Slovak language in contrast with
for example Czech it appears very reary. Because there are no exact rules
for pronunciation of this phenomena, we did not consider it in the rules
definition.

— Vowel d — The pronunciation of d is considered as advanced pronunciation.
In the standard pronunciation there are big regional differences. From this
reason we used for transcription of G phone F.

— Vowels 4, &, i, 4 — The vowels 6, d, 4, 4 are in Slovak language only in
loan—words. In Slovak pronunciation there are very often replaced by the
closest vowel. To stay within the Slovak phone set, we used such approach
for the rules definition.
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— Voice assimilation — In the case of consonants pronunciation the main
problem is voice assimilation. The assimilation appear on the morphematic
borders. While morphematic boundary on the words borders is clear, inside
the word it seems to be as bottle neck of the proposed system. From the [9]
is clear that to creation the morphematic boundary detector the morphe-
matic dictionary is required. We solved this problem by simple morphematic
dictionary.

— Doubled consonants — The doubled consonants in Slovak are pronounced
on morphematic boundaries. In case of 3 or more consonants the doubled
consonants appear very reary. Other simplification are applied here. Here
we had to deal again with all problems related to morphematic boundaries
detection.

— Soft and hard consonants — The graphemes ¢, d, n, l have two possi-
ble pronunciation in Slovak language. Either soft or hard one. To be able
to deal with all pronunciation phenomena, the syllabic boundaries are re-
quired. We used statistical approach described in [5]. In case of pronuncia-
tion of graphemes ¢, d, n, I many exceptions exist. They were added in to
the exception dictionary.

— Consonants [m, F, n, N, #] — In case of the pronunciation of [m, F, n, N, #
there are two main problems:

e There is no exact definition of pronunciation of grapheme n in Slovak
language.
e Neither IPA or SAMPA has phonetic repertoire required for the resolu-
tion used in Slovak phonetic [6].
From this reasons we did not fully follow the rules defined in [8]. With the
simplification the rules definition was without special needs.

— Other consonants sequences — for the correct transcription of the con-
sonant sequences is very often necessary to know morphematic boundaries.
From this reason we have to deal here with the all morphematic problems de-
scribed above. The rules without morphematic boundary needs were defined
and exception were added in to the exception dictionary.

— Other rules — Because the pronunciation of graphemes r and | was not
included in [8], to defined the rules we used [10]. The definition of the pro-
nunciation rules was not problematic was not problematic in this case. The
next set of rules here are the graphemes were pronunciation is unambiguous
and therefore they were not mentioned in [8]. For the computer implemen-
tation they had to be exactly defined.

As we can see from above mentioned, there are several problematic domains
in the rule based transcription of Slovak language:

— In the first case it is transcription of foreign and loan—words. We expected
this problem and therefor we focused on domestic words. The rules for foreign
words were defined only if it was not too complicated. Many of them are in
the exception dictionary.

— The second problem is need of morphematic boundaries for some rules from
the assimilation section. To create reliable morphematic analyze is necessary
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to use morphematic dictionary. This is the issue we were not currently able
to deal with.

— The syllabic boundaries problem is necessary to solve in case of pronunci-
ation of grapheme j and some others. The solution of syllabic boundaries
is described in [5] and is possible to use it for transcription purposes. In
this case the statistical approach was used. No external dictionaries are here
required.

— The problem of non orthoepic pronunciation is specific problem which was
solved just with the information from [8] and own experiences. From this
reason many local pronunciation specifics were not included in the rules.

If it is possible to solve all the mentioned problems, it will be possible to
create reliable rule based system for Slovak language.

3 Experiments

All the described rules were implemented in Perl language. From 255 pronun-
ciation rules obtained from [8] and [10], 257 transcription rules were defined.
Achieved results is possible to resume as follows:

— The vowels rules (vowels, diphthongs, vowels groups) were implemented in
full range and testing showed the high reliability during the transcription
generation.

— The consonants rules were also implemented in full range but quality of
the transcription depend on the quality of the morphematic and syllabic
segmentation. The next problem influencing the quality is amount of loan—
words and exceptions. In the system is included also exceptions dictionary
but language coverage is unknown.

During the implementation was very important to achieve the right order of the
rules. The calling the rules in order as they are for example in [8] would lead to
the incorrect results.

Before the rules are applied the input word is tested against pronunciation
dictionary. In case the word does not belong to the exceptions, the next step
is syllabic and morphematic segmentation. After that the transcription rules
are applied. The rules are applied word by word considering context within the
sentence. In case of transcription of large text the first step is splitting the text
in to the single sentences. The sentences are then processed sequentially. Words
within the sentence are processed as described above.

For the testing 100 randomly selected words were used. The words were
selected from the test set for the syllabic segmentation and words with incorrect
syllabic segmentation were removed. The reason for such solution was attempt to
eliminate syllabic segmentation errors and get better picture about the quality
of the transcription itself. For each word from the test the correct morphematic
segmentation was added in to the morphematic dictionary. Testing itself was
done first without the morphematic dictionary and then with the morphematic
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dictionary. We wanted to know also influence of morphematic segmentation to
overall quality. The generated transcription was compared with the manually
created transcription.

The reason for transcription of entire sentences instead of isolated words
was fact that the morphematic boundaries are also between two words and for
correct transcription of assimilation phenomena the surrounding words have to
be considered. The problem is detection of morphematic boundaries inside of
words. The same we can say about syllabic boundaries and about the words
belonging to exception dictionary.

In the following table is the transcription accuracy for the test set with and
without morphematic dictionary:

T. with morphematic|T. without morphematic

dictionary dictionary

1 transcription 81 % 75 %
2 transcriptions 9% 8 %
Overall 90 % 83 %

The analyze of the output showed that:

— Difference between the results achieved with and without morphematic dic-
tionary is generated mostly by the words where voice assimilation rules
were not applied. The voice assimilation is part of the transcription where
morphematic boundaries are required. In one case it was pronunciation of
doubled consonants. The problem were following 7 words: nepredpokladal
JEprEtpOkladal/JEprEdpOkladal), trikmi (trIgml
/JtrIkmI), podpifu (p Ot pL: SU /p Odpl S U), odpilena
(Otpa:lEna;;Otpa:LEna:/Odpa:lEna;,Odpa:LEn a),
krazkoch (kr U: Sk Ox /kr U: Zk O x), vladcom (v1a:tsts Om /
vlia:dts Om), jesennd jEsEna: /jEsEnn a).

— The second set of errors — 10 % — were mostly problems with the transcrip-
tion of t,d,n,l — ¢, d, 7, I’ Such kind of errors have to be fixed by exception
dictionary because Slovak language has in case of pronunciation of ¢,d,n,l —
t, d; 7i, 'too many exceptions. In this case it was group of following words:
minifutbal (m I J IfU d b al), kandidatska (k a n JI d a: ts k a), benev-
olenciu (bEJ EvO1lEntsI "UbEJEvOLEntsI ~ U,
kabinetu (k a b I J E t U), minimélnym (m I J I m a: 1 n I m), vet-
erindarny (v Ec Er I n a:rnl), Tibete (¢ I b E ¢ E), teroristickych
(cErOrlIscItskl:x),jednej GEAJEI_"),pevného (pEU_~J E:hO).
From above mentioned word is clear that in the most cases problem are for-
eign words and loan—words. If we wanted to transcribe the pure Slovak words
only, the accuracy would be above 95 % if we use also morphematic dictio-
nary.

As an example of the system we show here the transcription of the sentence
Egyptskd sprdava nehnutelnosti zamestndva tancmagstra s peddlikom. In the fol-
lowing table is for each word from the input sentence its phonetic transcription
in the SAMPA coding.
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Graphemes |Phones

Egyptska Eglpska:

sprava sprava

nehnutelnostilJ Eh\n UcELnOscl:
zamestndva |zamEstna:va
tancmajstra [tandzmajstra

s s
pedalikom |[pEda:l1IkOm
pEda:LIkOm

4 Summary

In this paper we described the analyze of possibilities to generate phonetical
transcription for Slovak language. The proposed method was also implemented
and tested on the real data. The achieved result showed that the rules based
transcription problem is not possible to solve without external data.
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1 Introduction

Presently the Institute of The Czech National Corpus has two different corpora
of the Czech language in the form of transcripts of voice recordings. They are
the Prague Spoken Corpus (in Czech: PMK), recorded in Prague in the period
1988-1996 and the Brno Spoken Corpus (BMK), recorded in Brno in the period
1994-1999.

Since 2001 we conduct more recordings, especially in Prague. However, the
goal is to obtain recordings from the whole area of Bohemia, not only Prague.
We are helped in this by Czech language students who conduct recordings in
the places of their residence, in various parts of Bohemia. Starting this year,
universities in Ceské Budéjovice, Hradec Kralové, Plzen and Usti nad Labem
are also going to join the project.

These recordings will become a part of the spoken corpora in the framework
of Czech National Corpus. The following article describes the process of record-
ing — conditions, used procedures and techniques and further processing and
transcription as well as our future plans and goals.

2 Places of recording

The primary target of this project is to obtain recordings of the prototypical
spoken language; to capture the commonly used spoken language as a collection
of language means used in every day’s casual situations. Therefore, we do not
concentrate on capturing particular dialects or the Common Czech.

Most of the recording took place in Prague, mainly for the practical rea-
sons. In Prague we have a specific language situation — a mixture of people
from different areas and the language is mostly levelled out. There is also a not
insignificant presence of local varieties of the common speech from the bor-
der areas, Central Bohemia, North-East Bohemia, South-East Bohemia and the
transitional Bohemian-Moravian area.

We determine the degree of language levelling in Prague and the border
areas in combination with the influence of the area where the speaker grew up
and how strong the local language variations of the area are. The influence of
neighbouring areas is taken into account as well.
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There are also noticeable generation differences in the language levelling.
Provided we manage to obtain a sufficient number of recordings from other
cities and countryside, the corpus data may enable us to follow the specifics of
the speech in cities and possible differences from the speech of countryside.

3 The aim of recording, socio-linguistic categories

The main objective of the recordings is to capture the language in casual situa-
tions — therefore, we try to capture conversations of two or more subjects, who
know each other well. These conversations usually take place in private, during
unofficial and informal events; the topics aren’t given in advance. The speakers
involved are characterized — similarly to their characterization in the already
existing corpora — by three socio-linguistic categories with binary values. They
are the following: gender (male / female), education (university / high school or
elementary school), age (less / more than 35 years).

We do not record speakers under 18 years of age because their speech might
be too specific (children’s or students’ slang) and varying. Given the recent size
of the corpus we concentrate only on adult speakers. In addition to this informa-
tion we note the type of the situation (formal — at an office, at a physician etc.;
informal — conversation between friends, no limitations — these types of con-
versation are the most important to us). These four characteristics are essential
for cataloging in the corpus. Besides these, we record additional information in
a separate database.

Entries in the database can be sorted by the variables describing the speaker
or the situation or by the characteristics of the recording.

For the speakers we record the following information:

1. Age at the time of the recording — enables us to create a more detailed
classification by age groups.

2. Education — since the recordings are mostly done by students, there is a
majority of people with university education in our database.

3. Place and region of birth — we use Béli¢ division of regions — Central
Bohemia, North-East Bohemia, South-West Bohemia, Central Moravia, East
Moravia and Silesia and the border areas.

4. Place of residence during childhood — according to the same region division.

5. Whether or not the speaker lived in the place, where the recording was done.

Furthermore, we try to record other details concerning the language situation:

1. Type of the situation (e.g. a visit, conversation during a meal at home or in
a restaurant, a party, a party game). Our recent recordings are mostly from
visits or conversations during meals — occasions for longer conversations.
Now we try to focus on the recording of shorter communication situations
— e.g. meeting in a corridor, on a street, talking to a shop assistant etc.
These situations are very frequent in every day’s life but are demanding for
the person conducting the recording — he or she needs to find the basic
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information about all the participants. Therefore, there are not many of
these recordings.

. Topic — if a major topic is present.

. Physical presence of the speakers.

. Readiness of the speaker — in case of a lecture, moderated discussion etc.

. Dialogue / Monologue — we record the number of speakers and the degree
of their partaking in the conversation. For example, we distinguish situations
in which there is one person asking questions and more people reply.

6. Environment — private or public (e.g. a conversation with a physician takes

place in a private environment but still remains formal).

7. Relationship between the speakers — we distinguish three stages — they

don’t know each other, they know each other, they are friends.

U W N

The recordings can be also searched based upon technical information:

1. Length of the recording — varying from 2 minutes (meeting on a street) to
2 hours (a visit, a party game).

2. Month and year of recording — recordings take place since 2001.

. Place and area — areas according to Bélic.

4. Number of speakers — usually two or three, the maximum number was 12
during a party game.

w

Additional information can list the main topics, if there were any.

4 Transcription of the recordings

The recordings are transcribed using a modified version of folkloristic transcrip-
tion, which has been adjusted for the needs of computer processing according
to the custom of the Czech National Corpus. Intonation or other phonetic phe-
nomena — different pronunciations of one phoneme or assimilation — are not
recorded in the transcript.

The speakers are assigned numeric codes; should the person conducting the
recording take part in the conversation, he or she gets a code ending with zero.
This is because it might happen that the speaker, knowing he or she is being
recorded, does not behave naturally — asks questions to keep up to the subject
etc. Such recordings have to be excluded from the corpus or marked as formal.
However, it appears these cases are very rare among our recordings.

The transcribing itself if very similar to common writing; the few differences
are as follows: there are no capitals at the beginnings of sentences (because of
computer processing), capital letters are used for names and some abbreviations
only. Unfinished or interrupted sentences are marked explicitly — both of these
are very common. The literary form of a word is kept in such cases, where the
written form normally differs from the spoken form (e.g. i—y; dé, té, né; bé, pé,
mé; voiced / unvoiced sounds). On the other hand, we try to capture the specific
features of common speech, including regional features (e.g. ddle, vzddu, kamen,
zrouna). In the cases where the spoken words are commonly pronounced dif-
ferently from the proper pronunciation, we capture this difference — e.g. sem
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(= jsem), pudu (= pujdu), von vyde (= vyjde), jd si to vemu (= vezmu), dyt’,
kanicka, Teben, kerej, praznej, muskej. The transcripts can therefore contain dou-
blets.

The segmentation of the written transcript is up to the person writing it.
Intonation, semantic and grammatical units are taken into account. That means
the transcript is not segmented by pauses in the speech but it closely resembles
a normal written text.

In practise it appeared that most people conducting transcripts naturally
transcribe every sentence three times — the first time they write the sentence
in a form it would have in a normal written text (slightly different word order,
without hesitation sounds and filling words); the second time they change the
word order according to the speech and add the filling words; after the third
listening they add all the hesitation sounds as well.

5 Conclusion

Presently, we have transcripts in the length of about 500 000 words. Among the
speakers the most numerous are people with university education and younger
than 35 years. Both genders are represented equally. For the future recordings we
want to concentrate on balancing the number of speakers from different socio-
linguistic categories and on recording others types of situations — especially
short talks. We experiment with recording the communication taking place dur-
ing the whole day, which might help us to identify the types of situations we
are missing. Acoustic issues also need to be addressed — improving the quality
of recordings in some cases and solving the problem of linking recordings with
their transcripts.
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Abstract. A goal of the project Multimedia Reading Book (MRB) was
to collect audio patterns and their subsistent texts - transcriptions by a
playful and competitive form. The project was designated for children of
elementary schools (6 - 11 y.o.). Kids took part in the project by writing
a text - story, recording a story sound fluently and separately word by
word. In a phase of story processing, a transcription of fluently sound was
created and, thanks to a designed segmentation algorithm, a transcrip-
tion of separately spoken words was made too. An XML representation
of text allows to use processed stories on a www page of the project and
allows a future utilization in other interactive applications (for exam-
ple reading tutor). The collected and preprocessed patterns from Slovak
schools make next development of speech recognition and its application
on children reading learning activities possible.

1 Introduction

Using a computer in an education process is not unlikely at Slovak elementary
schools. But computers are mostly used to develop basic computer skills. Teach-
ers put off everything to a special class where children are sitting behind the
computers and developing skills like a mouse clicking, a keyboard typing and
so on. Older children are learning to make web pages, programming, ...It is
unusual to see computers on other classes like a history, a biology, ...and for
younger children on reading and writing classes. As I could find out [2] an appro-
priate activities with computers helps teachers to make classes more interesting
and effective. Teachers can leave mechanical and repeated educational things to
computers and saved time devote to children.

For example at reading classes, one child is reading an article and other
schoolmates are listening to him. A teacher is also following and fixing him.
If it is a child with good reading skills then weaker readers are running late.
And if a weak schoolmate is reading better readers are bored. A solution to this

* This work was partially supported by national grant UK /379/2005.
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problem can be in using a special computer application - a reading tutor. See [7].
A click-able story is a simplified version of it. Children are reading for yourself
and if they do not know how to read a word they just click on the word and
listen to its sound [8]. To make such a reading book I suggest the Multimedia
Reading Book (MRB) project. It can be later extended by a speech recognition
mechanism which will correct children reading mistakes. The project is designed
so that children help to develop the MRB for other children. The result of the
project is the MRB with many click-able stories.

2 Description of project contributions

Contributions to the MBR project were sent by the on-line form at the web
page. A correct story contribution had to contain: a text of the story, a sound
of the fluently spoken story and a sound of the separately spoken story word by
word.

The sound of separated words allows better cutting because the MRB is
intended so that children can click on one word and listen to a sound of this
word. I tried to use a fluently spoken story but to detect boundaries of words
was very difficult (sometimes impossible) either automatically or manually. Of
course coarticulation effects at the start and at the end of words were hearable.
Therefore I decided to record a sound of the story in two variants: fluently and
separately.

Some personal data had to be filled too: a name, a surname, an age, a sex,
a grade and a school. A part of the submitted contribution could be a picture
for a variegation. The contribution (the story) is intended to be like a package
which can be used on the MRB project web page but later it can be plugged
into other applications. (For example reading tutor [7].)

All the form data were uploaded on a project server where an appropri-
ate XML document was created (named story.zml) and sounds files were stored
(named fluently.wav, separately.wav). The picture was possibly stored too (named
picture.jpg). The contributions were hierarchically saved in directories which
were named by a unique number (/D). Now, the XML document is ready to im-
mediately provide itself for client browsers. The story is correctly shown thanks
to an XSL transformation file. The both sound files were send and processed at
the computer cluster CPR [9].

An example of the story.xml file:

<?7xml version="1.0" encoding="utf-8"7>
<?xml-stylesheet type="text/xsl" href="../work_xsl.xml"?>
<work id="312">
<navigation prev="0" next="451"/>
<accompanied-by sound="yes" wordsounds="yes" picture="yes"/>
<person name="Lukas" surname="Krofta" age="8" grade="2.a"
pseudo="pseudonym" gender="boy"
school="ZS" address="Street, locality"
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teacher="name of teacher"/>
<headline>Vylet na Zamkovsku chatu.</headline>
<story>
<p> My sme ziaci malicki,</p>
<p> no mame sikovne nozicky.</p>
</story>
</work>

The element navigation serves as links to a previous and next story!. If
the story is accompanied by a sound, sounds of words or a picture then an
appropriate element attribute (accompanied-by) is switch on. The element person
contains all personal data. Then the headline and text of the story follow. The
story can be formated by a paragraph element p.

I have obtained 125 stories but 5 are without a sound of separated words.?
Some contributions do not have completely spoken stories with the separate
manner.®> A sample rate (16kHz) and a bits precision (16b) of the sounds have
not been fulfilled often. And it causes downgrade of a word boundary detection
and downgrade a sound articulation.

Totally it has been collected 12170 words in fluently spoken sounds. It in-
cludes 4114 different words. And it has been collected 10998 words in separately
spoken sounds. It includes 3826 different words. 4

3 Word boundary detection

Word boundary detection is used to detect separately spoken words in the sound
separately.wav. It is a bit easier because words could be separated from each other
by a short silence. But the files contain different quality sounds with different
parameters. I also suppose, that majority of children do not understand what is
an intention of this sound kind and they have read words too quickly.

At the first, a frequency vector hist() of frame energies is computed along
the whole story sound. The frame energy F; is converted by a logarithmic scale
and is rounded to an integer e;.

e; = |log(E;)], i=1,...,T
i ={) <2
T
hist(e) = de(ei)

! Stories are a double linked list what make simulating a book possible

2 The web form can not check if a child sends two identical sounds.

3 Teachers of these children were invited to repair and complete the contribution but
without a response.

4 A neutral label #sil is not considered. See section 4 about labeling.
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Energy threshold 6 is computed as local minimum between two outer fre-
quency maxima er,, eR.

0= min (hist(e)), where

ep<e<er

er, = min(hist(e — 1) < hist(e) > hist(e + 1))

e

er = max(hist(e — 1) < hist(e) > hist(e + 1))

The possibility to set the threshold manually is also leaved. The size of the
detection context frame NN is experimentally set to value 34. For every frame
positions energies above the threshold ecount(t, ) are counted.

wo- {0 <!

t+N—1

ecount(t,0) = Z Coles)

A word starts at position ¢ when ecount(t,) > 0.43N. The end of the word
t+ N — 1 is now testing by ecount(t,6) < (1 — 0.66)N what is test on number
of energies below the threshold 6 is greater than 66% of N. The process of
finding the start and the end of words is mutually alternating. Before the word
boundary detection waves are scaled to satisfy precondition RMS = 0.18 (root
mean square) by the sox [11] utility.

4 Labeling

The algorithm mentioned earlier serves to detect word boundary and to create a
label file separately.lab. Names of labels are initially taken from generic names:
word001, word002, ... By the ideal case every generic label (a detected segment)
can be substituted by one word from story.zml without needs to insert or to
delete one. To label fluently spoken sounds is simpler. Whole story is extracted
from story.zml and every word is placed at a separate line.® Therefore story.zml
must be checked for grammatical and formating errors. Words in the story must
be separated by at least one blank character (space, newline,. . .). The punctua-
tion must be appended to the nearest previous word. It is needed make the story
click-able by automatic manner. °

And at this point the automatic has finished. Now, the labels files must be
corrected manually. The manual process starts by listening to the fluently spoken
sound and correcting the fluently.lab. Every punctuation is deleted. Numbers
may appear in the story and they must be rewrite by words.

5 Boundary of words are not computed in this case.
5 A correspondence between a word of the story and an appropriate sound is offered
by a strict word order.
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The next step is to correct separately.lab. Before it, the generated segments
are relabeled according to words from fluently.lab in same order. This manner
helps to correct word boundary in editing tool HSLab [6].

A problem can appear if the story bundle is not consistent. What variants
may come? We can assume that the story.xml is consistent with the fluently.wav.
If not, it will be put in harmony manually.

— A word of the story is missing in the separately.wav. At the appropriate
position is inserted a short empty segment named #sil.
— An extra word is in the separately.wav. It is omit and it is not labeled.

At the end, according to separately.lab, words sounds will be cut out from
the separately.wav. And then to make the click-able web page by an XSL trans-
formation is easy.

5 Conclusion

The project MRB allowed to demonstrate basic computer skills by children 6-11
years old. At this age children learn reading, writing and arithmetic. They tried
to fill out the web form with personal data and to write story by a computer
keyboard. These skills are widely used and educated on Slovak schools. But a
new extension consists in a story bundle creation. Children had to use an audio
application and tried to record their own voice. After it they had to manage
consistency of three things (two sound files and one story file). Children did it
excellently though with a teacher help. 25 schools and 125 children take part in
the project.

The final product - MRB [3,10] has a bit different goals as to develop basic
computer skills. The main goal is to develop reading skills of children. The MRB
can be used in a classroom where children learn to read. They are reading a story
and if they are not sure how to read a word they can click on the word and they
will listen to a sound of the word (Click & Listen). This is just basic functionality
which can be extent. A speech recognition can be utilized and children can train
a pronunciation of words [7].

When you listen to stories of the MRB it is evident that children hurry to
read whole the story text and therefore do not read it carefully. A teacher cannot
notice all such mistakes but a computer can be consistent and follow children
reading with patience [7].
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Abstract. The paper presents an approach for the extraction of Multi-
word Expressions from large corpora that is based on the morphological
idiosyncrasy of certain word combinations rather than on some statistical
association measure operating on co-occurrence counts. We investigate
the usability of information extracted from suffix distributions and exam-
ine whether the inflectional idiosyncrasies on the members of multiword
units could be a good indication of collocativity or idiomacity.

1 Introduction

The extraction or identification of Multiword Expressions (MWEs) from large
corpora has long been considered as a serious but somewhat under-appreciated
problem of natural language processing [1]. In recent years, however, a wide scale
of different methods have been developed and investigated for the computational
treatment of MWEs. A majority of them is commonly based on some statisti-
cal association measure operating on candidate data in the form of positional
or relational n-gram lists [2], generated from a corpus with varying level of lin-
guistic annotation. For languages which offer a richer information source than
English as far as individual word forms are concerned, research has just begun to
focus on properties other than simple co-occurrence [3]. With Hungarian being
a morphologically rich language, one such property naturally offers itself: the
morphological idiosyncrasy of certain word combinations.

In our paper we will investigate the usability of information extracted from
suffix distributions in MWE detection/extraction for Hungarian, and try to ex-
amine whether, at least for certain types of MWEs, the inflectional idiosyncrasies
on the members of multiword units could be a good indication of collocativity
or idiomacity.

The remainder of the paper is structured as follows. In Section 2 we will give
a brief description of the method based on the idiosyncratic behavior of suffix
distributions in MWEs, which could be utilized (at least in theory) to demarcate
MWZE:s from productive word combinations or to identify different MWE classes.
Section 3 will discuss the data used and the analysis we experimented with, while
in Section 4 we will present a case study how the applied technique can perform
on selected MWE candidates. Some remarks on problems that the method has
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to face follow in Section 5 and conclusions and suggestions for further work will
end the paper in Section 6.

2 Extraction Method

We call a word combination morphologically or morphosyntactically idiosyn-
cratic if the suffix distribution of its individual members as attested in the co-
occurrence pattern significantly deviates from their distribution calculated from
all of their occurrences. This is in some contrast to the method presented in [3],
where the values for specific inflectional features are compared only in within a
multiword combination and the proportion of different values (eg. singular versus
plural with respect to number) is considered as an indication of morphosyntactic
preference for the particular MWE. We attempt to take a more general approach
and try to measure the suffix distribution in and outside the multiword unit, and
use the information as an indication whether the unit can be taken as a MWE.
Thus, we hope to utilize this approach in place of a co-occurrence based associ-
ation measure as an independent classifier not necessarily as a post-processing
step only.

The working hypothesis is the following. The candidate list consists of two-
word combinations where there is some syntactic relationship between the mem-
bers. We refer to the morphosyntactic features which do not depend on this
specific relationship as free features. These are then either inherent features of
the members or originate from outside the given syntactic relation. (For exam-
ple, in a verb/object relation in Hungarian, it is only the accusative case that is
enforced by this relation, therefore it is not a free feature in this combination,
whereas all other morphosyntactic features, such as number, possessive, etc. are
considered as free.)

The assumption is that there is a measurable difference between the suffix
distribution in terms of the free features of the members of MWEs when they
appear in a MWE, and the distribution that is calculated when their occurrence
outside the MWE is also taken into account, and this difference can be used
to identify potential multiword expressions'. It is very much possible, however,
that the syntactic relationship will already cause a significant deviation in the
inflectional pattern so an alternative hypothesis should also be considered: the
presence of a MWE can only be predicted when the distribution of the free
features within the multiword unit differ from that measured also outside the
unit but still in the same syntactic relationship.

Since both members of the multiword unit can be subject to the above anal-
ysis, the result could in theory be used to pinpoint which member of the unit
has inherited more idiosyncratic properties due to its appearance in the MWE.

! For instance, in the expression gyenge ldb(ak)on “weak+on leg(s)=on shaky
ground(s)” the second member of the unit is almost exclusively used in the su-
peressive case in this specific construction. However, outside the construction it can
take any other case as well as other inflectional features, like the possessive. (See the
case study in Section 4 for details.)
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3 Experiments

3.1 Data

The data to generate the required statistics over the suffix distributions is drawn
from the 150m word Hungarian National Corpus [4], which is a POS disam-
biguated corpus of contemporary Hungarian. Each token in the corpus is pro-
vided with a morphosyntactic description originating from the annotation of the
HUMOR morphological analyzer [5] in the following way: The direct output no-
tation of the morphological analyzer is not suitable to be applied directly as a
MSD set for two reasons: a) it is not designed to return a POS tag and a lemma
for each analysis of a given word form and b) it returns several analyses at vary-
ing levels of specificity. For illustration purposes an example is given in Figure
1, which shows the analysis of lehet&ségekben 'within possibilities’. As regards
point a) note that the leftmost item in each line is tagged with a POS label but
this POS may change as derivational suffixes are added to the stem. In the first
line we find that the noun stem lehetdség features in the lexicon as a unit and
in this particular case the two inflectional suffixes PL and INE obviously did not
modify the POS status of the resulting word form. However, in the following
line the derivation suffix COL does turn the adjective stem into a noun but this
fact remains implicit in the analysis. Point b) is illustrated by lines 2-4, which
unfold a derivational tree at successively finer levels. The multitude of analyses
in themselves do not create any ambiguity as in this particular example they
all amount to the same reading as a noun. They are mentioned here merely to
illustrate the need to interpret the analyzer’s output to make the data tractable.

. lehetdség[FN]+ek [PL] +ben[INE]

lehetd [MN] +ség[COL] +ek [PL]+ben[INE]

lehet [IGE] +3 [MIF] +ség[COL]+ek [PL] +ben [INE]
lesz[IGE]l=le+het [HAT]+5 [MIF]+ség[COL] +ek [PL]+ben [INE]

S W N e

legend:
FN =N MIF = Present participle
MN = Adj COL = Adj —N deriv. suffix
IGE = Verb INE= inessive case
HAT = modal PL = plural

Fig. 1. A sample output of the morphological analyzer

For the final MSD notation all derivational details about the internal struc-
ture of the rightmost POS category are eliminated. Only the lemma, the POS
category and the inflectional structure is preserved, which is sufficient, however,
as a basis for investigations about the suffix structure and suffix distributions of
word forms in the corpus. So the above example is transformed into the simpli-
fied form in Figure 2. This format represents roughly the same information as
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lehetdségekben=>lehetdség\ [N] [PL] [INE]

Fig. 2. The MSD notation in the corpus

(and can in principle be mapped into) the EAGLES compliant encoding scheme
developed in Multext-East [6].

A general advantage of this process for higher level of language processing
in an agglutinative language is that individual suffixes that carry important
linguistic information are identified as separate elements in a possible suffix
sequence attached to a word stem, and this information is encoded in a concise
and easily accessible way.

3.2 Analysis

The inflectional features are analyzed along multiple dimensions which are pre-
sented in Table 3.2. For each candidate (C), the inflectional features of the

Type Position

1] 2 | 3 | 4] 5

Nominals||number| possessive |anaphoric possessive|case|degree (only for Adj)
Verbs|| mode |definiteness| number/person - -

Table 1. Inflectional features according to word types

member word forms (w) of the multiword unit are taken along these dimensions
and converted into parameters. A parameter represents a feature (F') value (v)
pair in the word form’s inflection. For all parameters a relative frequency is
calculated:

c(F; = v; in wy, within C)

o(C) (1)

]D(FZ = ’Uj|’LUk,C) =

For all features in a word form, the following is obviously true: Zj C(f E;JJ) =1.

The same distribution is also calculated for the member units in and outside the
multiword:

C(Fi = Uy in wk)

P(F; = vj|lwg) = c(wn)

(2)
This is the point where the two possibilities mentioned in Section 2 can each be
considered, which is reflected in the change of the denominator in equation (2):
wordcounts are either calculated from all occurrences or only from occurrences
in the same syntactic relationship the word form has in within the multiword
unit.
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4 Case Study

As an initial experiment we examined the inflectional patterns of several candi-
dates from a candidate list of lemmatized adjective+noun combinations compiled
from the corpus. In Figures 3-8. some illustrative results from the analysis are
presented. The lemmatized selected candidates are gyenge lib (a true MWE
when in the superessive case, meaning “on shaky grounds”) versus hdtsd ldb
(fully productive compositional combination, meaning “rear leg”). In the figures
below, the black bar represents the distribution of features within the multiword
whereas the striped bar stands for the general distribution.

Figure 3 shows a clear preference for the plural in the gyenge ldb MWE, which
is in nice contrast with the more even distribution for the same feature in the non-
MWE hdtsé ldb (Figure 4). There is also some difference in the distribution of the
possessive feature with respect to the two candidates (Figure 5 vs. Figure 6),
but the most significant deviation is manifest in the distribution of the case
features: the MWE is clearly biased towards a specific value (Figure 7) while the
non-MWE has a balanced distribution (Figure 8).

relative freq
7 .90

TT

singular plura

- as the member of the gyenge ldb collocation
in modified-by-adj position

Fig. 3. Distribution of the number feature of léb in the collocation gyenge ldéb (in
similar syntactic position)

5 General Problems with the Method

Although the analysis presented above does indicate that distributional differ-
ences in the inflectional features of multiword units could be a useful information
source in search of MWEs, how the method can be generalized into an efficient
classifier is currently under research. In particular, at this stage of the work we
are experimenting which of the several similarity measures could be used to com-
pare the different distributions [7] and how it can be converted into an indicator
value of MWE status. However, several other problems also arise and should be
considered.
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relative freq

T7

.64

.36
.23

singular plural
- as the member of the hdtsé ldb collocation candidate
in modified-by-adj position

Fig. 4. Distribution of the number feature of /db in the collocation candidate hdtsd ldb
(in similar syntactic position)

) relative freq .99

.46 a1

0 05 0 .01 .01 0 .01 0 0 0 -06

[TTITITT]
1th sing 2th sing 3th sing 1th plur 2th plur 3th plur no poss

- as the member of the gyenge ldb collocation
in modified-by-adj position

Fig. 5. Distribution of the possessive feature of ldb in the collocation gyenge ldb (in
similar syntactic position)

relative freq

.78

.46 a1

05 11 g .09
01 0o .o1 01 .01 0 0 :

[TTITITT]
1th sing 2th sing 3th sing 1th plur 2th plur 3th plur no poss

- as the member of the hdtsé ldb collocation candidate
in modified-by-adj position

Fig. 6. Distribution of the possessive feature of Idb in the collocation candidate hdtsd
ldb (in similar syntactic position)
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s relative freq .98

.25 .24
.17 .16
.09
.01 0 .01 0 [
0 - - 3 - - n
nominative superessive accusative instrumental sublative

- as the member of the gyenge ldb collocation candidate
in modified-by-adj position

Fig. 7. Distribution of the case feature of ldb in the collocation candidate gyenge ldb
(in similar syntactic position; only frequent cases)

relative freq

.25 .24

.17 .17 .15
.07 13 .09

nominative superessive accusative instrumental sublative

- as the member of the hdtsé ldb collocation candidate
in modified-by-adj position

Fig. 8. Distribution of the case feature of ldb in the collocation candidate hdtsd ldb (in
similar syntactic position; only the frequent cases)
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Beside the ubiquitous data sparseness, one of the problems that can cause sig-
nificant difference in the distributions is polysemy. The inflectional distribution
of a word form is the sum of the distributions of its different meanings. However,
the particular word as a member of a collocation candidate is rarely polysemous,
since the other member usually disambiguates its meaning. The distribution for
the different meanings can differ, and it follows that the distribution of the col-
location candidate also significantly differs from the joint distribution even when
the multiword is not an MWE.

Furthermore, in a head-argument relation the distribution of some of the free
features of the argument can behave idiosyncratically if they correlate with the
features of the head. For example, "I lost his head" is semantically ill formed,
because the person feature of the verb and the object have to be in agreement.
So the distribution of the person feature of the head comes not from the opacity
or morphological rigidity of the phrase, but the distribution of the person feature
of the verb "lose". So for the time being it still remains an open question how
the relevant features, and only those, can be selected for the comparison of
distributions.

6 Conclusion and Future Work

We have examined whether we can use yet another information source for MWE
extraction, which is based on the inflectional characteristics of word forms ap-
pearing in multiword units and tries to utilize their morphological idiosyncrasy.
A clear advantage is that only minimal linguistic annotation is required. This
approach might be suited in languages where word combinations carry rich in-
flections with long suffix sequences following the stem.

There is ample room for further work with respect to testing the general
usability of the method. A first step is to examine how the procedure applied
in our case studies can be extended into a useful measure of collocational sta-
tus of multiword units, and it will also be worth exploring next how much the
results are language specific, applying the method to other languages of similar
characteristics.
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Abstract. In this paper we pay attention to valency frames of Czech verbs and
two-level notation for semantic roles. This work is now continuing in NLP
Laboratory at FI MU where the Verbalex valency database is being built (see
also Hlavackova, Hordk in this volume). First, we pay attention to the inventories
of semantic roles (deep cases) as they exist in various projects. We discuss their
aspects, particularly, their low compatibility with the real lexical data existing in
corpora (as an example, some of the semantic roles used in Vallex and Verbalex
are discussed). We deal with a two-level inventory of the semantic roles designed
for VerbaLex, which exploits the selected items from the EuroWordNet Top
Ontology and from the Set of Base Concepts introduced in EuroWordNet. It
enables us to get closer to the lexical units in a corpus text and allows us to
handle the verbs whose semantic roles are inevitably too general (e.g., vidét (see),
slySet (hear), drZet (hold), dostat (get), ... The complex valency frames exploiting
Word Sketches are introduced. We ask a question whether the complex valency
frames can reasonably work also for the verbs in languages other than Czech, e.g
for Bulgarian. The experience of the Balkanet project shows that the answer to
the question is positive.

1 Introduction

From the semantic point of view the verbs represent lexical (also logical) units denoting
relations, processes, events, action, states etc. This is immediately reflected on the
syntactic level by the fact that the noun and adverbial constituents in natural language
sentences are organized around the verbs as their arguments. The meaning of the noun
groups occurring in sentences together with a verb depends on the meaning of the
particular verb. Thus we can say that the verbs or verbal expressions definitely
determine the meaning of the noun groups in sentences. The deep cases or semantic
roles have been introduced for the description of the meaning of the noun groups [6].
The verbs together with their semantic roles are now in the centre of the attention of
many research projects, for example, the following ones can be mentioned as
interesting: FrameNet [1], Context Pattern Analysis [7], SALSA for German [18], for
Czech — Vallex [23] and Verbalex [8,9].

As we said, the meaning of a verb determines meaning of the whole sentences, i.e.
what it is about, what it refers to. Thus, inevitably, in lexical resources for NLP (lexical
databases) verbs have to be described as completely as possible — the different kinds of
the verb frames have been developed for this purpose depending on quite often different
theoretical approaches.
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We will be working with valency frames that can be characterized as data structures
(tree graphs) describing predicate-argument structure of a verb which contains a verb
itself and the arguments determined by the verb meaning (their number usually varies
from 1-5). The argument structure also displays the semantic preferences on the
arguments. On the syntactic (surface) level the arguments are most frequently expressed
as noun or pronominal groups in one of the cases (seven in Czech and similar numbers
in other highly inflectional languages). The semantics of the arguments is typically
described as belonging to a given semantic role (or deep case), which represents the
subcategorization features (or selectional restrictions). Thus valency frames typically
consist of:

1. the syntactic (surface) information about the syntactic valencies of a verb, i.e.
what morphological cases (direct and prepositional ones in highly inflected
languages such as Czech) are associated with (required by) a particular verb,
and also adverbials,

2. semantic roles (deep cases) that represent the subcategorization features (or
selectional restrictions) required by the meaning of the verb. The number of
the roles (deep cases) in various theories and resources ranges from 10-60. We
will refer to them as to inventories (or collections) of the semantic roles.

This sort of information about verbs is typically given in the individual valency
lists, there are, however, noticeable differences between the particular inventories of the
semantic roles. The collections of the roles typically depend on the theoretical
framework the particular research group is following and it can hardly be said that one
is better than the other. What can be observed, however, is the fact, that (according to
my knowledge) the inventories are usually being devised without really thorough
testing against empirical (corpus) data. Hanks and Pustejovsky [7] are an exception,
their context patterns are built from a corpus data.

Surface valencies can be usually obtained from the standard (both paper and
electronic) dictionaries, e.g. for Czech we exploited the representative Dictionary of
Written Czech (SSJC [3]) or Dictionary of Literary Czech (SSé [4]) where the
syntactic (surface) valencies can be given either explicitly or implicitly through the
examples. What, however, is missing in these dictionaries is the information about the
possible semantic roles. The explanation is rather simple: when SSJC was written and
printed (1960) the theory of the deep cases had not existed. But even in the
contemporary dictionaries of English like NODE [13] we would not find systematic
information of this sort in an appropriate formal notation.

2 What Do We Already Have
2.1 Vallex 1.0

With regard to the Czech resources containing valency frames we should first mention
Valency Dictionary of Czech (Vallex 1.0,) that has been developed in UFAL at the
Charles University [23], according to [23] Vallex 1.0 presently contains about 5000
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Czech verbs. Theoretically, it is based on the functional generative approach (FGD, [17,
20]) and uses the inventory of the semantic roles (functors or actants) that was
developed earlier by Sgall, Hajicov4, et al [20] and originally containing about 50
items. The inventory has been modified and now it contains 33 functors (semantic
roles) (see [23]. It is to be remarked that it is not well-balanced, while functors with
adverbial meanings are quite detailed others are too general or even missing. The list is
now used:

1) in building the Prague Dependency Tree Bank (PDT) — for its annotation on
the tectogrammatical level [23]. The verb frames in Vallex 1.0 contain
information about Czech morphological cases and the semantic roles
(functors) taken from the mentioned inventory. They are also associated with
the particular senses of the verbs and contain information about idiomatic
constructions belonging to the respective verbs.

2) It can be seen that the inventory of the semantic roles used in Vallex is quite
closely associated with FGD theory, with the consequence that the individual
functors are rather general and therefore not allowing to discriminate
sufficiently the more subtle semantic (lexical) distinctions typical of the verb
arguments. It can be remarked that with regard to the functors (semantic roles)
FGD tries to reflect the distinction [20] between linguistic meaning and
logical meaning (probably expressed by a logical form). A question can be
asked how well this theoretical distinction could be justified if tested against
empirical (corpus) data.

2.2 Verbalex 1.0

The second Czech resource being now developed is a list of Czech valency frames — the
work is going on within the Verbalex project at FI MU ([8] and [9]). Verbalex now
contains approx. 3469 verb literals with 1807 valency frames gathered in the synsets.
The goal is to have 15 000 verbs from BRIEF [15] in Verbalex soon. It differs from
Vallex 1.0 in several points:

1) verb entries are linked to the Czech [15] and Princeton WordNet 2.0 [5], i.e.
they are organized around the respective lemma in synsets with numbered
senses,

2) the inventory of the semantic roles is inspired by the Top Ontology and Base
concepts as they have been defined within EuroWordNet project [21]. Thus we
work with roles like AG(ENT), ART(FACT), SUB(STANCE), PART,
CAUSE, OBIJ(ECT) (natural object), INFO(RMATION), FOOD, GARMENT,
VEHICLE and others (see [8, 9]), that do not appear in Vallex and other
inventories.

3) we use two-level notation that consists of the general labels, as the just
mentioned ones, and subcategorization features (selectional restrictions) which
are represented by the literals taken from PWN 2.0, e.g. AG(person:1|
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animal:1), or PAT(garment:1), SUBS(beverage:1), etc. This solution allows us
to specify large groups of words through the hypero/hyponymy (H/H) relation
and obtain a higher degree of the sense discrimination. As we show below,
even more detailed sense specification (subcategorization) is necessary,
therefore, we enhance the two level notation to obtain what will be called a
complex notation (complex valency frames — CVFs).

The valency frames in Verbalex include both the surface and deep valencies in the

way shown below. The example for one of the senses of vidér:4 (see:1 in PWN 2.0)
shows how valency frames in Verbalex are constructed:

*

SPATRIT:2, UVIDET:1, VIDET:4
dok: spatfit:2 dok: uvidét:1 ned: vidét:4

AG (kdol;<person:1l,animal:1>;0obl)+++VERB+++ANY ( (koho4|co4 |
S?);<anything:1>;0bl)

synon: dok: dohlédnout:3
- example: dok: spatt¥il divku
- example: ned: turista vidél les, vlk vidél zajice
- use: prim

For the verb videét (see) the following frame(s) can be found in Vallex 1.0:

1.

ACT (1;0bl) PAT(4,ze,zda,jak;obl) [£-10122-4] [D] %modified

-freq: 26

-example: vidi chlapce / Ze chlapec p¥ichazi; wvidi
perspektivu; vidi se

-ewn: 1,2
-class: vnimani
-use: prim

-reciprocity: ACT-PAT
ACT(1;0bl) DIR3(;qua) MANN(;typ) [£-10122-5] [E]
-example: vidi (na protéjsi budovu) dobrtre
-—ewn: 1
-class: vnimani (schopnost)
-use: prim
ACT (1;0bl) PAT(4,Z2e,jak,zda;obl) LOC(;obl)
[£-101226] [F]%modified
-example: vidi na Petrovi Gnavu / Ze je unaveny; vidi
na trhu zeleninu,
-class: vnimani, -use: posun ...(+ other 5 senses)

3 What Is Missing

As an example consider verbs, vidét (see) and slysSet (hear) (other verbs like 7ict (say),
vedeét (know), zapomenout (forget), dostat (get), drZet (hold) can be examined in a
similar way). Their common feature is that while their left argument can be most
typically labeled as AG(person:1lanimal:1lorganization:1), their right argument can
refer, in fact, to any entity. We can see people, animals, buildings, trees, see, stars,
things, ideas ..., obviously the list can be quite large. In most of the inventories the role
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(functor) PAT will be used to label the right argument for the mentioned verbs and
researchers will be quite happy about it (as explicitly states e.g. Z. Zabokrtsky in his
dissertation on p. 70 [23]). Let us have a look in corpus (SYN2000 [24]) how the verbs
of perception vidét (see) and slyset (hear) behave in Czech corpus texts: then a question
comes up immediately: is not such labeling too general, can it really describe the
obvious semantic distinctions as the corpus evidence shows? Let us go to corpus data
and see what nouns (entities denoted by them) appear as right arguments of the verbs
like slyset (hear) or vidét (see) (or any other). To explore the corpus data we use the
Word Sketch Engine (see [10]) which allows us to obtain automatically the Word
Sketch table for Czech verb vidét (see) from the corpus SYN2000 (the similar data can
be obtained from BNC, the comparison is quite interesting.

has_obj4 | 8215 has_subj | 6555
ditvod I 212 divdk I 206
‘pfiéina H 97 H Norman H 23 ‘
‘budoucnost I 82/ &lovek I 327
véc I 138/ navitdvnik I 54/
Karta (zlutd. derv.) | 55 | Gott I 10
‘situace H 106 H Smiley H 12‘
‘problém H 109 H Leto (r. Duna) H 11 ‘
obrys | 15 | |
‘perspektiva H 22 H neni H 6‘
bélmo I 6/  odbornik I 40|
‘spousta (lidf) I 34| mama I 1
‘éance H 43 H trenér H 50‘
‘moZnost I 83 svédek I 21
svétlo I 43/ analytik | 16
svét I 118 ekonom I 19
rozdil I 50/ Cipro I 6
‘vychodisko | 35  Kaliban | 5|
‘film H 64 H Brandon H 7 ‘
‘silueta H 9 H pes H 25 ‘
‘nebezpedi I 28 oko I 45
Kus (svéta) | 29/ Jers I 14
tvaF I 39 3ance I 28
piizrak I 7| fanougek I 15
‘smvs] H 33 H Brenda H 6‘
‘chvba H 29 H pozorovatel H 13 ‘

Table 1. Word Sketch of the verb vidét (see), freq. = 61979
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It is obvious that in SYN2000 the verb vidér behaves in the following way: its
subject or left argument can be labeled with the general tag AG(ENT) (freq. 6555)
which can be subcategorized with tags denoting persons or animals (pes (dog)). The
noun oko (eye) in the list is obviously an error caused by incorrect tagging. The verb’s
object or right argument can be generally labeled as PATIENT) which is further
subclassified with the tags containing the lists of the nouns one can see in the Table 1
(freq. 8215).

Obviously, even the two level notation mentioned above cannot be regarded as
satisfactory because it cannot capture the co-occurring nouns as we can see them in the
Word Sketch Table 1 for vidét (see) above. To overcome this problem we introduce an
enhanced notation — we are going to speak about complex valency frames (CVFs) in
which the labels of the semantic roles will consist of two or more levels. CVFs allow us
to take into account the corpus data (for Czech obtained from SYN2000, for English
from BNC), and therefore we get a more adequate picture that is not dependent mainly
on our introspection. It can be, however, objected that the data obtained from Word
Sketches may contain errors in tagging and may not be quite complete (size of the
particular corpus may not be sufficient) but in any case we can be sure that they offer a
reasonable approximation of the verb collocability. In this way we are going to develop
CVFs also for other Czech verbs. For English the slightly different corpus based
approach is applied by Hanks and Pustejovsky in their Context Pattern Analysis [7]. If
we examine the Word Sketch for vidér (see) as well as the individual lines in the
respective concordance and try to classify them using some ontological categories we
can obtain the following complex valency frame (or structure) for vidét (see):

(CVF1) AG(osoba | zvite | organizace) — vidét — PAT(SITUAT {situace, problém, véc,
svet, rozdil}
CAUSE/{duivod, piicina, smysl, chyba, nebezpeli}
STARTPOINT{vychodisko, perspektiva, budoucnost, moZnost}
OBIECT({film, karta, tvdr, silueta, obrys, svétlo, spousta, svét})

We can see that the syntagmatic relations in the complex valency frame can be
described by the functors (semantic roles) like AG or PAT (and others) but the subtle
semantic relations require the more detailed labels as we show in (CVF1). The system
of the semantic labels is being developed for Verbalex database. The reason why FGD
and also other systems like, e.g. VerbNet, use only general functors probably follows
from the fact that theoretically they have not been designed to consider appropriately
the lexical data found in corpora.

3.1 The Verb slyset (hear)

If we take verb slySet (hear) and have a look at its Word Sketch Table 2 we can observe
the following picture:
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has_objd | 2187 129 postod 118 9.9 hassubj 1594 5.6,
hlas | 159 3804 pan 9] 176 hlas 53 254
kiik | 38 3652 dovék | 5 739 slovo | 57 228l
T e e e N T
strelba | 43| 32.08 Slovo o 21'56“Smiley 10 2175
hudenf 13 2798 0 |6 g il | 14 2129
rachot | 15| 2688 Leo | 9 2109
ndiek | 16 26.02 Jack | 10 19.46
vgkik | 22| 2593 dovek | 75 1853
vysttel | 19 25.09 stteba | 12 18.19)
slovo | 81| 2498 kiik 8 179
smich | 25  24.69 vk 15 1717
volani | 20 2411 smich | 11 17.02
fev 13 2374 posluchad | 10 16.27,
‘ozvéna H 15 H 23.71‘ ‘Norman H 6H 16.05‘
skiipgni | 9 2307 fev 5 1446
huk | 19 2307 a9 1281
wiva | 21 21.89 wenér |16 1277
praskot | 7 2183 huk 6 127
hukot | 9] 2174 soused |7 12,07
bzukot | 6] 2116 vykiik | 5 118
Splouchani| 6/ 211 volie |8 1125
pev | 17 208 kout¢ | 6 1L19
pleskni | 5| 20.66 maminka | 6 1101
plic 1 2053 divik |9 1079
Klapot | 6/ 2029 ndvitévnik | 7 10.18]

Table 2. Word Sketch of the verb slyset (hear), freq = 19526

(CVF2) AG (osoba | zvite | organizace | ucho) — slyset — PAT(SOUND{hluk, rachot, hukot
hucent, klapot}|
SHOOT({vystrel, strelba, rdna }|
VOICE({ kfik, vykfik, fev, zpév, pldc, ndrek , smich, voldni}|
WORD({slovo}l
NOISE{bzukot<hmyz>, splouchdni<voda>, pleskdni<voda>}|
IDIOM | {trdvu riist<neodivodnéné podezieni>})
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The verb slyset (hear) offers a picture that is not so different from what we could
observe for vidét (see). We have tried to use ontological categories that seem to fit to
slySet (hear). It can be seen that in both (CVF2) the PWN 2.0 sense numbers are not
used because we consider CVFs experimental so far. However, there is an important
reason why the PWN sense numbers cause some problems here — PWN 2.0 is not based
on the corpus data and the sense discrimination in it is too fine grained (and arbitrary).
The Word Sketches we are working with are inevitably leading to the other
discrimination of the senses than the one occurring in PWN 2.0. The compromise has
to be found — the sense numbers used in Czech WordNet have as their translation
equivalents only those PWN 2.0 synsets that can be regarded as acceptable if
confronted with corpus data. In general, PWN 2.0 and 2.1 obviously call for a serious
reconstruction which unfortunately is not on the horizon.

We could continue with the other verbs mentioned above, having their Word
Sketches at hand. A reasonable procedure will be to begin with highly frequent verbs
belonging to the semantic classes that are easy to distinguish, as e.g. verbs of
perception above or verbs of eating, drinking, verbs expressing emotional states, verbs
of weather, etc. The main task now is to prepare the full system of the subcategorizing
semantic labels fitting to all the processed Czech verbs (15 000).

The more detailed description concerning the two-level notation used in Verbalex
and the way how the valency frames are represented using XML can be found in [9] (in
this volume).

4 Can CVFs Be Universal?

The existing valency lists are usually independent databases that may be parts of other
lexical resources as e.g. WordNets. In our case, Czech valency list, i.e. Verbalex, is
incorporated into Czech WordNet and through ILI also to PWN 2.0 and other
WordNets. Some other resources like VerbNet are linked to Princeton WordNet 2.0 via
sense numbers as well.

In the Balkanet project (see [11]) we have included the list of Czech Valency Frames
(1500 verbs) in the Czech WordNet to obtain the more detailed description of the
predicate-argument structure of verbs (now being developed as Verbalex, see below
[8,9]). The valency frames developed for Czech have also been successfully used for
obtaining valency frames in Bulgarian and Romanian WordNet [11]. As it was expected
the necessary changes have been related mostly to the surface valencies.

5 Relation to Ontologies

In the recent developments in the field of the NLP we observe a growing interest in the
data structures known as ontologies through which researchers are trying to classify
semantically lexical resources covering various domains. Above we have paid an
attention to the one of such structures, the Top Ontology in particular, developed within
EuroWordNet (see [21]). It yields a general semantic classification of the English and
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other languages’ word stock and can be used as a base for a semantic classification and
subclassification of the verbs, and particularly, it can be related to the inventories of the
semantic roles for verb frames. The ontologies represent theoretical constructs designed
from the ,,top* and as such they are not directly based on the empirical evidence, i.e.
corpus data. Thus there is a need to confront the ontologies and the inventories of the
semantic roles that can be derived from them with the corpus data and see how well
they can correspond to them. However, Hanks and Pustejovsky [7] try to build the
inventory of the roles from the ,,bottom®. It is in agreement with the need to develop
the subcategorizing tags allowing to capture and classify the lists on nouns yielded by
the Word Sketches.

6 Conclusions

We have proposed the notation for complex valency frames for Czech verbs that are
based on the data extracted from the corpus and obtained by means of the Word
Sketches. The proposed notation for complex verb frames has an experimental nature
and calls for further testing and validation.

The next step is to write the CV frames for at least 5000 most frequent Czech verbs
(and their English equivalents) selected from the list of verbs that are already included
in Czech WordNet. This has to be done mostly manually though the various software
tools such as Verbalex tool (see [8, 9]), VisDic [22] and dictionary writing system
DEBII [2] presently developed at NLP Lab. FI MU will be used.

Together with this Czech WordNet has been be linked with AJKA, morphological

analyzer for Czech [19], which presently contains approx. 450 000 Czech word stems
and is able to capture some selected word-formation relations.
It is obvious that the presented CVFs with the more detailed subcategorization features
are far from being complete — it should be enlarged appropriately, in our estimation up
to 100 tags may be necessary if we want to get reasonably close to the real lexical data
as they occur in corpus texts. In other words, what we are trying to develop should, in
fact, lead to a broader but more specific ontology than TO.

Validation of the proposed frames through the real texts will be done within a small
but well defined domain (law).

It also has to be tested how the proposed CVFs will work for the larger semantic
fields where the semantic classes of verbs will come significantly into the play. The
important assumption here is that semantic classes of the verbs should be helpful in
checking the consistency of the inventory of semantic roles since in one class we can
expect roles specific only for that class. For example, with verbs of clothing the role
like GAR(ment) and its respective subclassification can be reliably predicted, similarly
it should work for other verb classes, such as verbs of eating, drinking, wearing,
emotional states, weather verbs and many others.
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Abstract. Question Answering applications have capability to provide
information through answering users’ questions. In this paper, we present
an application that answers users’ questions formulated in Polish using
the data from the Wikipedia. Our application is one of the first attempts
at implementing such a system for Polish. The answer consists of one to
five sentences selected on a basis of a calculated relevance measure.

1 Introduction

Currently one of the most common tasks performed using a computer is searching
through the Internet. However, this seemingly easy task usually turns out to
be much more complex than previously suspected. Data stored throughout the
Internet will turn into information only if it is correctly grouped and answers a
specific question. To get such information, a user must formulate a question in
a specific way depending on the search engine used. Furthermore, a user must
manually determine which documents are useful and more importantly, which
parts answer the question at hand. The query set by a user is usually formulated
as a list of keywords, which may occur in a large number of documents. These
keywords may have many different meanings, completely unrelated to the ones
the user has in mind. This means, that in order to find the answer to our question,
we would need to repeatedly add new keywords to our list as well as specify
the context in which each of them is used. Using natural language questions
in standard search engines frequently produces results that have no relevance
whatsoever to the researched topic.

On the other hand, deep methods giving precise analysis of natural language
queries, are still not general enough to be used as a means of specifying unre-
stricted types of information. A reasonable solution to answer questions posed
by the user, could be applying a shallow parsing analysis that helps in better for-
mulating a query for a search engine. Systems of this kind are created for many
natural languages and have many practical applications. This paper describes a
computer application that is one of the first attempts at implementing such a sys-
tem for Polish. The program answers questions relaying on information contained
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in the Wikipedia Internet encyclopedia (http://pl.wikipedia.org). The sub-
ject of a question has to be listed within the Wikipedia’s keyword database for
the program to work properly. User questions are transformed into the main
subject that is used to select an encyclopedia entry and a list of other keywords
that are searched within the encyclopedia article. Moreover, there is an attempt
to use a question structure in order to help in finding the more adequate answer.

The searching procedure is as follows. For every sentence that is part of
a definition of a keyword, a coefficient is calculated that describes its use as a
potential answer to the question. The sentence receives points if it contains those
elements of the question which were obtained as a result of the simple analysis
done at the beginning. If a question type is specified, then elements that are
adequate for this specific type also receive positive points (eg. if the question is
of “when” type, some sort of date expression is expected in the potential answer).
In the general case, the answer to a question is a sentence from the encyclopedic
definition of our keywords. The program cites a maximum of five sentences whose
coefficients are higher than a system defined threshold.

The rest of the article goes as follows. In Section 2 we briefly present some
related work. Section 3 describes main aspects of our application. The results of
the evaluation procedure are given in Section 4. We conclude with some remarks
on future work in Section 5.

2 Related Research

Works similar to our approach have been undertaken for the English version of
the Wikipedia. The QUARTZ [1] application has been presented during TREC-
13 [6] competition, where questions were divided into small sets and each set was
devoted to one subject. This application uses WordNet to determine an answer
type (standard type like: person, date or more complex like: actor, capital, year)
and then gets a subject definition from the encyclopedia. A name of the subject
was given together with the question so there was no need to resolve it. The
definition is searched for phrases of the same type as the question type. Phrases
are scored according to their location in the text — those at the beginning are
considered to be more important so they get a higher rank. Phrases get also
scored if they contain a word from the question (or synonym).

Brill [2] presented a question answering application that uses shallow parsing
methods. This approach in many cases gives satisfactory results, as question
answering mostly relies on pattern matching between the user question and the
candidate answer. The question was reformulated into few queries that were used
in the Google search engine. Seven types of questions were defined and each
had some special rewriting rules that were used for constructing the queries.
Candidate answers were selected from summaries of the first 100 pages returned
by Google. The final answer was selected using the n-gram model.

The Question Answering problem is not very popular in Poland and there
exists no complete question answering application for Polish. However, some
information is available on the WebStorm [3] program. This application uses
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deep analysis methods; it resolves speech parts, phrases, proper names, etc. It
uses its own dictionary of words and their cases, grammars, question and answer
patterns. Grammars are used for resolving some patterns in a question and for
applying a corresponding answer pattern. No test results for this application are
publicly available at the moment.

3 System Overview

Our application answers users questions using information included in Polish
Wikipedia. Firstly, user’s question is analyzed in order to identify an encyclo-
pedia entry in which an answer should be searched for. In the general case, the
answer to a user’s question is a sentence from this entry definition. For two se-
lected types of questions special procedures of formulating a precise answer were
defined. Because we gather information from the Wikipedia, questions have to
address directly an encyclopedic entry (in other words, any question has to con-
tain such an entry word). Processing a user question is then divided into three
stages (illustrated more precisely in the Fig.1) :

— question analysis and an encyclopedic entry resolving,
— selecting an entry definition from the encyclopedia,
— definition analysis and answer generating.

user question

l question analysis

the name of the encyclopedia entry .
and the list of words to search for

extracting entry

pattern matching

sentence
ranking

| list of sentences

answer formulation

system answer

Fig. 1. A diagram of the application work flow.

3.1 Question Analysis

At this stage, we resolve the subject of a question. This subject is then compared
to the elements of the list of encyclopedic entries. Moreover, there is an attempt
to identify within a question a ‘verb’ and a ‘noun phrase’. All this is done with
two heuristics that use only pattern matching.
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The first question analysis method relies on resolving proper names in the
question.? We are looking for proper names because in most cases the occurrence
of a proper name in the question means that this is a subject of the question, thus
it is a good candidate for an encyclopedic entry title. If there are several words
starting with a capital letter separated by non-capitalized words, then only first
sequence of the capital words is regarded as a name for an encyclopedic entry.
For example, in question (1) only “Albert Einstein” string will be taken.

(1) Kiedy Albert Einstein otrzymal nagrode Nobla?
when Albert Einstein received prize  Nobel
When did Albert Einstein receive the Nobel Prize?

Next, there is an attempt to point out a verb and noun phrase. This is also
done in two ways. In the first case, if there is any word between an encyclopedic
entry and interrogative pronoun, such a word is regarded as a verb. For instance,
in question (2) word “potozona” will be regarded as a verb (word “jest” although
it is also a verb is treated as a stopword and is passed over). In the second case
(if the first one doesn’t occur), the first word after the encyclopedic entry name
is regarded as a verb and a sequence following this ‘verb’ is regarded as a noun
phrase. For example, in the question (1) about Albert Einstein word “otrzymal”
will be a verb and sequence “nagrode Nobla” will be a noun phrase.

(2) Gdzie jest polozona Wyzyna Anatolijska?
where is located Upland Anatolian
Where is the Anatolian Upland located?

The second question analysis method is applied when there is no proper
name in the question. This method use an assumption that question is con-
structed according to the following scheme: emphinterrogative pronoun + verb
+ encyclopedic entry. This assumption works very well with simply questions
like (3), but it works worse with more complicated questions like (4).

(3) Kto byl wynalazca dynamitu?
who was inventor;, s, dynamiteger,
Who was the inventor of the dynamite?

(4)  Jakie pierwiastki wchodza w skiad stopu o nazwie alpaka?
what elements included in composition alloyge, of name alpaka
What elements are included in the composition of an alloy named alpaka?

In question (4) an encyclopedic entry will be resolved as “wchodzg w sktad
stopu o nazwie alpaka”. There is no such entry in encyclopedia so our suggestion
will be shortened continuously and finally it will contain only “alpaka” which will
be a name of the existing encyclopedia entry.

It is clear that patterns used by those two heuristics are not sufficient for
every question but the test results showed that they are good enough for most
questions asked by users.

3 We assume that a proper name is just a word/words starting with a capital letter.



Question Answering in Polish Using Shallow Parsing 171

At the stage of question analysis takes also place the process of resolving
the question type (thus expected answer type). There are only two question
types identified at the moment: date questions (When...) and questions about
date or place of the birth (or death). This second question type triggers special
procedure which returns a precise answer (a full sentence).

3.2 Gathering Entry Definition from the Encyclopedia

After identifying an encyclopedic entry the application connects with the Wikipedia
and downloads the source of the definition page. Then, every not essential ele-
ment is removed (in particular html tags) so at the end there is only plain text
of the definition. This process is described in detail in [5].

3.3 Answer Generation

At this stage every sentence from entry definition is analyzed to decide if it
contains the answer and a ranking of all these sentences is made. As there ex-
ists no WordNet like database for Polish, for the purpose of sentence scoring a
special dictionary file was made. This dictionary includes list of verbs and their
synonyms. The dictionary was constructed in order to improve efficiency of the
software in the case when the words in a question differ from words in a defi-
nition text. This is not dictionary of synonyms in the literally meaning of this
word. It is rather a dictionary of expression that are used in the same context.
For example word napisat (‘he wrote/he has written’) has following synonyms:
autor, stworzyt, dzieta (‘author’, ‘he created’, ‘the works’). Every sentence from
a definition gets scores for any of the following parts of user question: encyclo-
pedic entry, verb (or synonym), noun phrase. Actual ranking is done according
to the following rules:

— appearance of the verb (or synonym): +1

— appearance of the encyclopedic entry: +0,45
— appearance of the noun phrase: +1

— appearance of the date: +0,8.

The last rule is taken into account only if a question type is date. As a final
answer there are returned sentences with rank higher than a system defined
threshold. As it was mentioned earlier there are two question types that provide
precise answer. Those question types are presented in (5) and (6).

(5) Kiedy zmart (urodzit sie) X?’

When was X born? / When did X died?
(6)  Gdzie zmarl (urodzit sig) X?

Where was X born? / Where did X died?

When a question of this type is asked, then a special parsing is done. For example,
if a question is about place of birth then we search sentences for ‘urodzil’ word
synonym. When we finds any then we look for prepositions: “w, we, na, pod,
koto” (in, near) and for a word beginning with a capital letter. For example, if
the question was as in (7) then answer could be as in (8).
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(7)  Gdzie zmart Adam Mickiewicz?
Where did Adam Mickiewicz died?

(8) Adam Mickiewicz zmart w Paryzu we Francji.
Adam Mickiewicz died in Paris, France.

4 Evaluation

The application was tested by various users over the Internet. During the test a
total of one hundred questions were asked. These were factoid questions like in
TREC competition. All answers have been manually analyzed to check if they
were correct or not. For the purpose of this evaluation, the number of sentences
used as an answer was limited to 5. It means that at maximum total number of
five answers (five sentences from a definition) could be returned by the program.
Each answer has been qualified as:

— correct: if at least a part of it was the right answer,

— incorrect: if no part answered the question, however the answer exists in
Wikipedia,

— unknown: if the encyclopedia does not contain the answer.

Moreover, for each question a precision measure was counted. It was calcu-
lated as the ratio of a number of correct answers returned by the program and
the total number of answers returned. The overall results were as follows: 13
incorrect, 13 unknown and 74 correct answers for 100 questions. Both precision
and recall is equal 0.85. If we take into account each of the five answers inde-
pendently then out total precision measure is equal to 0.503. This significant
reduction in precision is due to the fact that the questions for which one an-
swer was generated has a smaller affect than the ones that all five answers were
correct. Equal number of incorrect and unknown answers is accidental. However
efficiency of the application equal 74% of the correct answers is quite surprising.
It means that using shallow parsing analysis could be effective. From among an-
swers that were incorrect two weren’t well-chosen because an encyclopedic entry
in the question was resolved wrong; other two answers were located in the html
table (part of the data which at the moment is removed automatically by the
program); and the rest nine needed deeper language analysis.

In the second test, a comparison has been made between our program and
the Start application [4]. Two hundred questions originated at the TREC-8 con-
ference [7] have been asked. Start returned correct answers for 41 of thems. For
the purpose of our test, we translated all questions to Polish and asked to our
application. This time, the correct answers were returned for 29 questions. This
quite surprising outcome shows that shallow analysis is not much worse (and a
lot easier to implement) as any its deep counterpart used by Start. Our soft-
ware which use only shallow parsing methods was 30% worse than Start which
use advanced methods of language analysis but some relatively easy ways of
improvement can be pointed out.
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5 Conclusion and Further Work

In the paper, we presented a question answering application for Polish. It answers
users’ questions using the Wikipedia encyclopedia as the knowledge database. As
an answer, the program gives sentences taken from an encyclopedia article. There
is no deep analysis, only shallow parsing and pattern matching methods are used.
The software is available to the users over the Internet as the Java applet. A test
evaluation showed a relatively high efficiency in question answering.

The application presented may be regarded as the first publicly available
program that is able to answer questions stated in Polish. It uses simple methods
and produces interesting results being a good strating point for further work
in this field. In many cases, an improvement could be achieved by adding an
external morphological analysis (e.g. Morfeusz [8]) and a synonim lexicon. The
lack of Polish dictionaries of this latter kind, especially a version of WordNet, is
very unlucky, as this kind of resources will be of a great value. Now, we cannot
answer questions, if the definitions stored in the database do not contain the
same words as queries (to improve a program a little bit, a small dictionary of
synonyms was constructed manually). What is more, it would be desirable to
develop more rules for resolving question types as well as to develop a method
that will allow combining information from several sentences.
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Abstract. After a brief account of a parallel corpus project involving
many diverse languages and a summary of two previous evaluations of
sentential alignment tools, results are presented from tests of three au-
tomatic aligners on English-Czech and French-Czech literary and legal
texts, clean and noisy. The results confirm that an alignment tool may
perform well on one type of texts and fail on another type, and indi-
cate that near-to-perfect alignment is possible when tools providing high
precision are combined with manual checking, where the proofreader can
focus only on those parts of the text that were either not aligned at all, or
that were aligned less reliably. Further gains in precision are shown to be
feasible when alignments proposed by multiple aligners are intersected.

1 Introduction

Once we have a text and its translation, is there a way to match corresponding
sentences reliably and without too much human intervention? This question
has been asked before, e.g, by [Langlais et al.(1998)], [Véronis & Langlais(2000)]
and, most recently, by [Singh & Husain(2005)]. The answers do not point to a
single all-purpose method. Different contexts may require different solutions and
their choice should be based on a careful consideration of properties of the text
pair and ways of using the result. The factors include structural distance between
the two texts (how free or literal the translation is), typological distance between
the two languages, size of the texts (a critical issue for statistical methods),
acceptable error rate in terms of precision and recall, and acceptable amount
of manual checking. Given the task to provide sentence alignment tools for a
number of diverse language pairs and text genres with the obvious desideratum
to reach a near-to-perfect result, an opportunistic mix is inevitable.

In Sect. 2 we provide background information on our parallel corpus project
including over 20 languages with Czech as the pivot. Given a wide range of
languages, distributed setting is required as linguists knowledgeable of specific
language pairs are necessarily involved in the whole process of text acquisition,
pre-processing, alignment and checking of the alignment results. At the same

* This work was supported by Czech Ministry of Education, grant no. MSM
0021620823.
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time, common shared procedures, tools, text formats and other resources are
needed for the results to be integrated into a single corpus, maintained and
queried by a parallel corpus manager. The solution to this challenge aims at
maximising synergy effects of the large team of linguists as experts on the indi-
vidual languages, and the main coordinator, providing project management and
software infrastructure.

It is alignment that largely determines the usefulness of a parallel corpus,
Sect. 3 deals with this issue, listing some candidate automatic alignment meth-
ods and providing data from previous evaluations. Sect. 4 presents results of
testing three aligners on available texts, comparing them with previous eval-
uations. Based on the results, we argue for a strategy for integrating highly
reliable automatic alignment with a minimum amount of human intervention.
Finally, in Sect. 5 we explore options for combining results of different aligners
to obtain maximum precision as a suitable step preceding manual checking of
alignment results. This seems to be the least painful way to achieve minimum
error rate for all sentences, and thus a corpus with highly reliable alignment.
Sect. 6 summarises conclusions and suggests what should be done next.

2 The Project InterCorp

This parallel corpus project! is not unique in involving a larger number of
languages: a portion of the Uppsala and Oslo’s universities’ OPUS project?
[Tiedemann & Nygaard(2004)] includes 60 languages, and the Acquis Commu-
nautaire parallel corpus,® compiled at the European Commission’s Joint Re-
search Centre at Ispra (Italy), includes 20 languages [Erjavec et al.(2005)]. Still,
there are at least three aspects that make it different: distributed setup, prefer-
ence for a balanced choice of text types, and a fair amount of texts with manually
checked alignment.

The project is based upon an idea of integrating expertise and efforts of a
number of project participants into a common shared resource, providing them
with the necessary infrastructure and complying with their preferences: although
for some languages it may not be easy to acquire enough texts, preference is given
to balance rather then quantity, with literary texts and — at least in the initial
stages — Czech originals the priority.

Due to the substantial involvement of a large number of participants, a dis-
tributed mode of pre-processing is inevitable: the current institutional partici-
pants consist of twelve departments and institutes, two of them outside Charles
University, each responsible for at least one language pair. There are at least 20
such pairs, all of them including Czech as the pivot language, the other languages
being as diverse as Arabic and Chinese. Guidance, coordination and support are
provided by the main coordinator, the Institute of the Czech National Corpus.

! See nttps://trnka.£f.cuni. cz/ucnk/intercorp/, only Czech version is available at the time
of writing.

2 http://logos.uio.no/opus/

3 http://www.fi.muni.cz/~zizka/Langtech/
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Some participants have already built parallel corpora of various sizes and
fashions, using ParaConc as the segmentation, alignment and search tool
[Barlow(1999),Barlow(2002)],* and they continue to do so within the project.
The challenge is to reconcile distributed pre-processing with the need to store,
maintain and access the corpus at one place at the final stage. Thus, a battery
of tools take care of the smooth transition between the ‘local’ format required
by ParaConc, MS Word and other PC-based software and the canonical format
adopted for the common shared corpus, making sure that — in the worst case
when an electronic source is not available — a paper document goes through
OCR, proofreading, conversion to tagged text, segmentation into paragraphs
and sentences, sentential alignment and alignment checking, ending up in the
XML format with stand-off alignment annotation.

3 Alignment

In most cases, reliable alignment of sentences is a necessary condition for a useful
parallel corpus. Indeed, a parallel corpus is only as good as its alignment. In order
to minimise the amount of manual checking, it is worthwhile to search for the
best methods of automatic alignment.

The default alignment tool is an implementation of Church and Gale’s algo-
rithm [Gale & Church(1991a)], integrated with Paraconc. The obvious question
is whether there is a better alternative.

There are some published reports on comparative evalu-
ation of sentential alignment. In ARCADE, a major project
[Langlais et al.(1998),Véronis & Langlais(2000)], a number of important
issues are brought up, but today the choice of evaluated tools would probably
be different. Six systems were tested on French-English texts of various types
(over 1M words per language), including an abridged translation of Jules
Verne’s novel From the Earth to the Moon. Interestingly, this was a pitfall
for all systems except one, which was based on a combination of techniques
including sentence length, recognition of cognates (identical or similar strings)
and bilingual lexicon look-up.

More recently, results of another detailed evaluation were reported by
[Singh & Husain(2005)] (henceforth S&H). S&H aimed for systematic evalua-
tion of four aligners on different text types. They used a mix of 21 samples from
three different English-Hindi corpora, systematically varied in terms of size and
noise (sentences added at random from other corpora). Due to practical con-
straints, only 1:1 links were considered. Three of the four systems have also been
used in our evaluation, so results presented by S&H are examined more closely
below.

Two of the four systems are based on methods matching most likely sentences
by comparing their lengths, either in words [Brown et al.(1991)] — henceforth

4 http://www.athel.com/para.html
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Brn — or characters [Gale & Church(1991b)] — GC.® Both systems are quite
fast and language-independent, but they assume some fixed points: Brn expects
at least some sentences to be previously aligned, while GC requires identifica-
tion and alignment of paragraphs (“hard regions”) across the texts.® The other
two systems use word correspondences: [Melamed(1997)] — Mmd — gives bet-
ter results with a bilingual dictionary, although cognates such as punctuation,
numbers and similar words may suffice,” while [Moore(2002)] - Mre — generates
word correspondences from input texts by combining length-based pre-alignment
of sentences with a stochastic method (IBM Translation Model 1), the corre-
spondences are used subsequently to improve the initial pre-alignment. In the
available implementation Mre proposes 1:1 links only.®

The results are measured in recall, precision and F-measure, computed for
the purpose of alignment evaluation in the usual way as in Fig. 1.° Overall, the
best results are achieved by Mre in precision (92.9) and GC in recall (84.3).
On noisy texts, Mre compares with GC even better in precision (92.2 and 91.5,
compared to 84.1 and 84.9). For ‘clean’ texts, precision of GC is better (98.7
vs. 95.1). Mind scores worst, possibly due to inadequate tuning to the language
pair, while Brn is marginally worse than GC.!° On the other hand, Mre shows
marked improvements the more input it gets. With 10,000 sentences it wins on
both clean and noisy texts in precision (100 and 98.4) and on noisy texts in
recall (89.2). Rather surprisingly, it fails on an easy corpus sample with short
sentences (precision 66.8), as opposed to more difficult samples (100 and 99.5).11
The lessons learnt from the previous evaluations can be summarised as follows:

1. Quality of alignment depends to a large extent on properties of the input:
on its formatting complexity — the presence of elements other than running
text (graphics, tables, notes), on “structural distance” between the original
and its translation (a scale from literal to free translation), on the amount
of “noise” (such as omissions or segmentation differences/errors due to pre-
processing), on typological distance between the two languages (important

5 Probably the most popular alignment tool, dubbed wvanilla aligner. For an imple-
mentation see http://nl.ijs.si/telri/Vanilla/.

5 In fact, a “hard region” can be larger than one paragraph. With some loss in speed,
it could be a chapter or even a book. Similarly, a “soft region” can be larger than a
sentence — this way paragraphs may be aligned instead of sentences.

7 http://nlp.cs.nyu.edu/GMA/

http://research.microsoft.com/research/downloads/default.aspx

correct links = number of correct links among those proposed by the aligner, reference

links = number of links in correctly aligned texts (the gold standard), test links =

number of all links proposed by the aligner. F-measure combines recall and precision
into a single measure. For a discussion of these measures in the context of alignment
see, e.g., [Véronis & Langlais(2000)] and [Melamed et al.(2003)].

10 Mimd with appropriate tuning and a Czech-English lexicon was successfully used
before on a large set of English-Czech data, see http://ufal.mff.cuni.cz/pdt/Corpora/
Czech-English/.

1 11 the readme file that comes with Mre code a minimum of 10,000 sentence pairs is
recommended for reliable estimation of a statistical word-translation model.

9
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correct links

recall = —————
reference links

correct links
test links
recall X precision

precision =

F-measure = 2 —
recall + precision

Fig. 1. Measures for evaluating alignment

especially for methods based on searching for cognates in the two texts), and
— at least for some alignment methods — on the input size.

2. Alignment methods differ in their sensitivity to such properties.'? Some
methods can be trained or supplied with additional resources to handle diffi-
cult texts in a specific language pair, but it requires additional effort and/or
availability of such resources. It seems that there is no single best all-purpose
way to sentence alignment.

3. As can be expected, word-correspondence methods fare better on noisy texts,
but even standard sentence-length-based methods turn out to yield satisfac-
tory results.

4. Counting the number of correctly aligned sentence pairs as the evaluation
result is not always a fair measure: sentence boundaries may not have been
detected correctly (often there is no unanimous way to segment a text into
sentences anyway), and a sentence pair where one sentence is a partial trans-
lation of the other should not be treated on par with a totally unrelated pair.
Thus, alignments of sentences in ARCADE were measured also in terms of
words and characters. However, for the practical purpose of building a par-
allel corpus, the “strict” measure in terms of alignment links seems to be
sufficient, or even preferable.

5. When correct alignment (gold standard) is available, both precision and
recall can be obtained: selecting a method maximising precision may be the
right move for some tasks, while the opposite may be needed for other tasks.

To answer our original question concerning an optimal choice of (a mix of) tools
and procedures that would be best suited to a specific text type and language
pair, with minimum manual checking and the goal of a near-to-perfect result, the
inevitable conclusion would be that with various text types and diverse languages
there is probably no universal solution. Instead, a new choice must be made each
type a significantly new input occurs, based on experience and experimentation.

4 Comparison

Although we could not compete with the previous evaluation projects on the
level of methodology and systematic exploration of text versions, we decided to

12 S&H make this a key point of their report.
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conduct a smaller scale evaluation of our own. We were interested in trying out
candidate tools on our data, including Czech and at least two other languages.
We used three aligners (GC, Mmd and Mre) from the set of four introduced
in the previous section, some with additional resources or in a slightly modified
version:

Mmdt - Same as Mmd, with a 106K-entries English-Czech lexicon.'?

Mre* — Same as Mre, with some words in the input truncated by a character
or two.*

Mret — Same as Mre, with more input data (the previously mentioned English-
Czech lexicon and an English-Czech pre-aligned corpus of 830K /731K
words!?).

The systems were tested on a rather opportunistic set of text samples for which
hand-corrected alignment was available.'® Nevertheless, the set at least partially
reflects the needs of the project: the samples consist mostly of fiction, two lan-
guage pairs are represented, and one of the sample includes substantial noise.

AC - This is the sample with the highest noise. It consists of 46 documents
(in each language) from the English-Czech part of Acquis Communautaire!?
(roughly 1% of the total number, eliminating those that did not contain us-
able data). All omissions and mismatches in segmentation were retained. As
in the full corpus, the segments aligned are paragraphs rather than sentences,
which, however, does not make too much difference as most paragraphs in
these legal texts consist of a single sentence.

1984 — George Orwell’s novel in English and Czech. This is the most orderly
sample, with just a few omissions in the Czech part.'®

FR7 - Seven French fiction/essay books with Czech translations.!® The sample
does not include any information about paragraph boundaries.

Quantitative data on the samples, including hand-corrected alignment counts,
are given in Table 4. The percentage of 1:1 links provides a rough measure of
the difficulty of the sample — the more such links, the easier the sample.

Table 4 gives counts of all types of links (n:n) for all samples and aligners.?? The
counts are compared in terms of recall, precision and F-measure.

As expected, the two aligners using lexical anchors perform significantly better
on noisy texts (AC) than the length-based aligner GC, the difference reaching 10
and more percentage points in all measures. Interestingly, on AC, Mre™ is better
than GC even in recall, although it outputs 1:1 links only. On the other hand,
GC has better recall on the more orderly texts 1984 and F7, but it still lags
behind Mre™ in precision. Actually, the relatively good performance of GC on
F7 is surprising, given that the system expects “hard regions” to be paragraphs,

13 The lexicon we used is a GNU/FDL project, available from nttp://slovnik.zcu.cz/.

14 This was actually due to the fact that the Mre perl scripts as downloaded from
the Microsoft pages ignored the Czech locale setting. We are grateful to Bob Moore,
the author of the program, and Pavel Pecina for their kind assistance in solving this
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Text||Cz words|L2 words|Cz segments|L2 segments|All links|1:1 links

AC 62,010| 74,986 3,025 2,699 2,685 89%
1984 99,099| 121,661 6,756 6,741 6,657 97%
FR7| 289,003| 337,226 21,936 21,746| 21,207| 95%

Table 1. Size of the samples

|Reference| Test|Correct|Recall|Precision|F-measure

AC

GC 2700] 2683] 2225] 82.4 82.9 82.7
Mmd™ 2700 2686] 2492| 92.3 92.8 92.5
Mre 2700] 2313 2218 821 95.9 88.5
Mre™ 2700] 2375 2308 85.5 97.2 91.0
1984

GC 6657 6633] 6446] 96.8 97.2 97.0
MmdT 6657| 6606 6287 94.4 95.2 94.8
Mre 6657| 6167 6110[ 91.8 99.1 95.3
Mre* 6657| 6370] 6320] 94.9 99.2 97.0
Mre™ 6657 6441| 6402] 96.2 99.4 97.8
F7

GC 21207[20868] 19427] 91.6 93.1 92.3
Mre 21207/19512] 18801 88.7 96.4 92.3
Mmd 21207(21057| 16161| 76.2 76.7 76.4

Table 2. All links

rather than whole books, as was the case here. On F7, Mmd clearly suffers
from the lack of resources and tuning.?! The aggregate F-measure distributes
its favour rather fairly among all aligners, still pointing twice to Mre/Mre™.
Tables 4, 4, and 4 rank the aligners by recall, precision, and F-measure and
precision, respectively.

15
16
17
18

1
20

©

21

issue. The reason the faulty version is still mentioned is that with less input data it
actually produced better results than the corrected version.
http://ufal.mff.cuni.cz/pdt/Corpora/Czech-English/

Except for one sample (AC) that was checked and corrected by the author.

See Sect. 2 for details.

This sample was produced and hand-corrected within the project Multezrt-East, see
http://nl.ijs.si/ME/.

For this hand-corrected sample I owe thanks to Martin Svasek.

Originally, a part of F7 (one of the novels, about one seventh of the total F7 size)

was used for testing Mmd only. Surprisingly, the results were comparable to those
obtained for Mimd on English-Czech samples, where additional resources were avail-

able. The unconfirmed explanation may be that this specific novel was very easy to
align.

Although it did surprisingly well on F1, an easy subset of F7: with 96.7/97.0/96.8
for recall/precision /F-measure it is the winner in the French-Czech category.
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|Rank[[AC [1984 [F7 |
1. [[92.3 Mmd™[96.8 GC [91.6 GC
2. [/85.5 Mre™ [96.2 Mre™ [88.7 Mre
3. [|82.4 GC 94.9 Mre* |(76.2 Mmd
4. [/82.1 Mre [94.4 Mmd™
5. 91.8 Mre

Table 3. Ranking for recall (all links)

|Rank[[AC [1984 [F7 |
1. [[97.2 MreT [99.4 Mre™ [96.4 Mre
2. [/95.9 Mre [99.2 Mre* [93.1 GC
3. [/192.8 MmdT[99.1 Mre |76.7 Mmd
4. [[82.9 GC [97.2 GC
5 95.2 Mmd™

Table 4. Ranking for precision (all links)

|[Rank[JAC [1984 [F7 |
1. [[92.5 Mmd™¥]97.8 Mre™ [92.3 GC
2. [|91.0 MreT [97.0 GC  [92.3 Mre
3. [|88.5 Mre |97.0 Mret [76.4 Mmd
4. [|82.7 GC  [95.3 Mmd™
5, 95.3 Mre

Table 5. Ranking for F-measure (all links)

To enable fair comparison with Mre and the data in S&H, Table 4 gives cor-
responding results on 1:1 links. As can be expected, the results are better than
for n:n links in all cells, except for Mre’s precision, where they are necessarily
identical (the system outputs 1:1 links only). Again, there is no outright winner:
Mre scores best in recall everywhere and Mmd in precision wherever additional
resources were available (AC and 1984), while GC is marginally better in pre-
cision on F7. Taking into account variations in the amount of noise, structural
differences, different language pairs and availability of additional resources, the
results fall within the range of those reported by S&H.

Considering the overall results, conclusions of the previous evaluations seem
to be largely confirmed. On noisy texts, Mmd and Mre fare better than GC,
while on clean texts, Mre and Mmd tend to show higher precision than GC.
Surprisingly, GC performs well on F7 without paragraph boundaries (with book
as the hard region) and Mmd on an easy subset of F7 without bilingual lexicon.
Further improvements might be achieved with the two lexically-based methods:
Mre can be expected to gain further points with more input data and — possibly
— lemmatisation, while Mimd may profit from creating more cognates by more
tuning and better additional resources.
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| |Reference| Test |Correct |Recall | Precision | F-measure

AC

GC 2391 2248] 2156 90.2 95.9 93.0
Mmd™T 2391 2354 2304| 96.4 97.9 97.1
Mre 2391 2313 2218 92.8 95.9 94.3
Mre™ 2391 2375 2308] 96.5 97.2 96.9
1984

GC 6440] 6438] 6274] 974 97.5 974
MmdT 6404| 6301 6287 97.6 99.8 98.7
Mre 6440| 6167 6110 94.9 99.1 96.9
Mre* 6440| 6370] 6320/ 98.1 99.2 98.7
Mre™ 6440| 6441 6402 99.4 99.4 99.4
F7

GC 20116]19220] 19427] 92.6 96.9 94.7
Mre 20116[19512] 18801 93.5 96.4 94.9
Mmd 20116(19714| 15539| 77.2 78.8 78.0

Table 6. Links 1:1 only

Overall, the results also confirm the conclusion that there is no single best
alignment tool for all purposes, and that the success is to a large extent de-
termined by choosing the right tool for a given text. Additionally, the choice
might depend on how the automatically aligned texts will be used, and here the
tradeoff between recall and precision comes into play.

For some applications, such as machine learning, maximising precision is
probably the best strategy if manual checking is not an option. On the other
hand, S&H claim that if the result is going to be manually checked before use, it
is desirable to maximise recall: some decrease in precision is not going to make
manual checking much more difficult.

This reasoning assumes that all links are going to be checked. On the other
hand, if safe links can be identified in the result and only the rest is presented
for manual checking, the amount of human effort could be substantially reduced.
In this scenario, 100% precision is needed to obtain error-free alignment, but we
might be satisfied even with a figure close to it. Recall is of secondary interest.

With precision close to 100%, the “unsafe”’ links are simply those that the
aligner does not propose, they do not even exist as links yet. An alternative, less
reliable method of automatic alignment can then be used to suggest links in this
more difficult portion of the input.

In the following section, we explore an option to raise precision to make a
scenario combining automatic alignment with manual checking more attractive.

5 Joining Forces

In order to push precision closer to 100%, a single text pair can be processed by
more than one aligner and a correct link defined as one on which all (or most)
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aligners agree. The set of proposed links would be smaller, but they would be
safer: a decrease in recall, an increase in precision.

The results of the three aligners as solo performers, presented in the previous
section, were intersected pairwise and all together. For convenience, the top
lines of the two tables (5 and 5) give the counts already presented for solo
aligners. Only two samples were used (1984 and F7), and Mmd — due to its
poor performance — was excluded from the test on F7.

|| Ref. | Test | Correct | Recall | Precision | F-measure

GC 6657|6633| 6446|96.83 97.18 97.01
Mmd* 6657|6606| 6287| 94.44 95.17 94.81
Mre™ 6657|6441 6402| 96.17 99.39 97.76
GC/Mmd* 6657|6279 6254| 93.95 99.60 96.69
GC/Mre* 6657|6354 6348| 95.36| 99.91 97.58
Mmd™ /Mre™ 6657(6130| 6114| 91.84 99.74 95.63
GC/Mmd™ /Mre™ [|6657|6095] 6089| 91.47 99.90 95.50

Table 7. Merging results on 1984

||Reference| Test|Correct| Recall|Precision F-measure

GC 21207|20868| 19427| 91.61 93.09 92.34
Mre 2120719512 18801| 88.65 96.36 92.35
Mmd 21207|21057| 16161| 76.21 76.68 76.44

GC/Mre|]|  21207|17728] 17661] 83.28] 99.62 90.72
Table 8. Merging results on F7

Both samples show the same pattern: F-measure is always better for an
aligner in solo mode (Mre* and Mre), but a tandem of aligners always wins in
precision, reaching 99.91 for GC/Mre* on 1984, with recall still at 95.36. This is
an improvement of about 2.7/0.5 percentage points over their solo performance
in precision. The gain is even more marked for F7: 3.6 points.

6 Conclusions and Future Work

1. Several conclusions of previous evaluations have been confirmed: quality of
alignment depends to a large extent on properties of the input and align-
ment methods differ in their sensitivity to such properties. Thus, word-
correspondence methods fare better on noisy texts, where sentence-length-
based methods give mixed results.
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2. Although none of the evaluated aligners was the overall winner, it was Mre,
especially when supplied with additional resources, that often performed
better than its contestants. Again, this is in accordance with a previous
evaluation [Singh & Husain(2005)]. Still, the success is to a large extent de-
termined by choosing the right tool for a given text.

3. Manual checking of alignment results can be done more efficiently with an au-
tomatic alignment method preferring higher precision to better recall. With
precision close to 100, manual checking can focus only on links where good
results are less likely. Such links are not even proposed by the aligner, al-
though a different, less reliable aligner can be used in a step preceding manual
checking of the difficult parts of the input.

4. In order to raise precision, sets of links proposed by different aligners can be
intersected. Our results show that such a move improves precision by 0.5-3.6
percentage points.

The tests should be extended to more languages, text types and tools,?? and
they would profit from a more rigorous methodology. But the present results
already suggest that a near-to-perfect sentential alignment with a small amount
of manual checking is a realistic perspective.
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Abstract. The paper gives a short review on availability of word lists for speech
understandability evaluation in Slovak. Problems of the Diagnostic Rhyme test
word list design for particular case of Slovak language is discussed. Changes in
the definition of the tests are proposed that make it possible to create word list for
this test in Slovak. The authors plan to use the designed tests in subjective
synthesized speech quality evaluation.

1 Introduction

The subjective tests of the speech understandability are based on reproduction of pre-
recorded spoken test words or sentences to listeners. The participants of the test write
down the words that they heard or fill in some items in a test-sheet. The results are
evaluated and a subjective measure of speech comprehensibility is obtained.

However, as far as we know, the specialized test word lists for these tests in Slovak
have not been developed so far; thus, we have decided to make initial research steps in
this direction. Our primary intention is to make a survey of the tests used for similar
purpose (evaluation, etc.) and to define missing word and phrase sets for subjective
tests in Slovak. The resulting test files in Slovak may be used for diagnostic purposes,
for testing of hall acoustics with respect to speech comprehensibility,
telecommunication channel measurements or for evaluation of Slovak speech
synthesizers such as the one described in [1].

2 Word set for Speech Audiometry

The only Slovak test word list published and accepted in practice is the word set for
speech audiometry [2]. It is described by its authors Bargar and Kollar as follows:

“The principle of speech audiometry is in reproduction of selected speech material
recorded on audio tape into the tested person's headphone or bone vibrator, or by a
loudspeaker into the free field. During the test, speech comprehensibility (i.e. the
percentage of correctly heard and understood speech units at a certain intensity) is
specified. .... The words for speech audiometry must be selected with respect to several
factors. All words must be common, well-known even to people with lower education.
Each group of words must represent the language as much as possible, and must have
the same characteristics both from linguistic and phonetic aspects (the occurrence of
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high and low formants, mono- and multisyllables, parts of speech, and, primarily, the
same number of phonemes which should be represented here with respect to frequence
in the language). Thus, each set of words will have the same value for the test”.

This definition makes this set similar to standard Phonetically balanced word lists
—PB [3] The Slovak Word set for speech audiometry was successfully used for Slovak
synthetic speech quality testing [4].

Decade 1 Decade 2 Decade 3 Decade 4 Decade 5
jazero Siroky dolina adresa opona
Sip vek tén ty¢ kmen
takto malo ZIty tmavy sto

nos Tad zrak boj dazd
vyraba ¢aj spieva den heslo
lep ozvena lom pozri gulaty
Zivy stan nefajci vlas var

dan zober h3j uteka zem
humno pluh mur mnoho burka
Cest sedi Iste ciel Zije
Decade 6 Decade 7 Decade 8 Decade 9 Decade 10
pokojne farebny povala pocuvaj odvazny
stol hra rok vrch lod
Ziada miso nedaj cena osem
dom sud mec osobny pohéiia
vezmi nevidza nové Ziak rak
deravy plet plot hrot banka
tlak sol zameta dnes svet

noc lak chyr styl dym
ucho domov buk muka dub

sief Sije Siesti ide lice

Table 1. Selection of words for Slovak speech audiometry according to [2]

3 Diagnostic Rhyme Test — DRT

In the Diagnostic Rhyme Test, introduced for English by Fairbanks in 1958, a file of
autonomous words is used to test comprehensibility of initial consonants [3,5,6]. It uses
monosyllabic words that are constructed from a consonant-vowel-consonant sound
sequence. In the DRT words are arranged in ninety-six rhyming pairs which differ only
in their initial consonants differing by only one distinctive feature. Listeners are shown
a word pair, then asked to identify which word is presented by the talker (reproduced).
Carrier sentences are not used.

The word pairs have been chosen so that six phonological features could be tested.
One of the words in a pair starts with a consonant characterised by certain feature, and
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the second one by a consonant with a contrastive feature. The phonologically distinctive
features tested in the DRT are summarised in Table 2.

4 Diagnostic Rhyme Test for Slovak Language

During the development of the DRT for Slovak language, several problems had to be
resolved.

a) Consonant pairs with distinctive phonological features had to be defined for
Slovak language. We accepted the categorization given by Pauliny [7] and
Kral and Sabol [8].

Feature Distinctions List of consonant pairs with
(Phonological contrasts) contrast features
Voicing voiced V¢ b-p, v-f, d-t, dz-c, z-s, d-{, dz-¢, Z-§,
-Vc - voiceless Vc¢° g-k, h-ch.
Nasality nasal N m-v,
-N — non-nasal (oral) N° n-1 (Lt), n-I (Lt)*,
n-r (Lt°), -j (Lt°)*.
m-b (V°)*
n-d (V°), n-d’ (V)*
Sustenation occlusive O p-f, b-v, c-s, dz-z, ¢-§, dz-Z, k-ch, g-h.
-0 — non-occlusive O°
Sibilantion sibilant S c-t, dz-d, ¢-t, dz-d.
-S — non-sibilant S° Al A®: c-p, dz-b, s-f, z-v¥*
A°/A: ¢k, dZ-g, §-ch, Z-h**
Graveness acute A m-n
-A — grave A° p-t, b-d, f-c, v-dz
v-1 (L), v-r(Lt°).
Compactness diffuse (non-compact) D n-n, I-I, r-j
-D — non-diffuse (compact) D° p-k, b-g, f-ch, v-h, t-t, d-d, c-¢, dz-dz,
s-§, z-7,

* With nasals, the absence of the lateral (Lt) feature is phonetically irrelevant ([2], page 284), thus /n/ makes
a phonologically contrasted pair both with lateral /l/, and with non-lateral /r/. Similarly, /fi/ makes a
phonologically contrasted pair both with lateral /I/, and with non-lateral /j/

Due to lack of words with contrast sounds for N, in accordance with the procedure used for English
language simultaneous inequality of the sonority distinction can be admitted. Pairs given in the fourth and
fifth lines of the listed pairs for nasality will be obtained.

** Due to lack of words with contrast sounds for S in accordance with the procedure used for English
language simultaneous inequality of the acute distinction can be admitted. Pairs given in the second and third
lines of the listed pairs for sibilancy will be obtained. Complete list of distinctions for consonants in Slovak
language can be found in [8], pp. 274 — 289, and in [7] , pp. 107 - 144.

Table 2. Characteristics of consonant pairs with phonological distinctions for the
Slovak Diagnostic Rhyme Test
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A substantial problem is in finding a sufficient number of source words for
selection. The Slovak Paronymic Dictionary [9] was used in the preliminary
stage of the search. Later we decided to develop a software tool that enables
browsing large text corpora and searching for words satisfying user’s
definition. Two corpora were used in the development — The Slovak National
Corpus and our own collection of texts. All the three text sources appeared to
be helpful, as every of them contained some words, that were not found in the
others.

In Slovak, syllables without a vowel are admissible, i.e. with syllabic-forming
il W, I (such as mrk, tik ...). We decided not to include such syllables in the
test and we tried to make the DRT for monosyllabic words with /a/, /é/, /i/, 16/,
1dl, fal, fel, fi/, o/, or o/ only. The vowel /d/ changes to /e/ in neutral pronun-
ciation, and thus it is not included in the test as well. Analysis of words with
diphthongs (/ia/, /ie/, /iu/, /6/) has revealed that such words are rather rare and
their occurrence is not sufficient to create a DRT for words with diphthongs.
Thus, our DRT has 20 lines only (two lines for each of ten Slovak vowels).

The lack of words is a general problem for all vowels. This is caused by the
fact that Slovak is an inflexion language and the number of monosyllabic
nouns and verbs is rather low. We had been trying to select preferably nouns in
the basic form (nominative case) and verbs in infinitive.

*  For the sake of phonetic enrichment, in some cases a different form was
used instead of infinitive at a later stage.

« It came out soon that different grammatical cases of nouns and other parts
of speech must be admitted. The use of proper nouns had to be
considered as well.

*  There are critically few monosyllabic words with /é/. Thus, we have also
included the forms used in Slovak spelling (bé, cé, dé, etc.). Similar
violation of the definition (CV syllable structure) can be found in the
English version too.

Development of several different DRT sets would be very useful (in the
Danish version, three sets are applied). It came out, however, that there are not
enough monosyllabic words in Slovak to make even one set. This is why we
had to introduce words where the first vowel differs by two distinctions (this
violation of the definition can be found in the English version too).

To obtain even more test words we decided to allow CCVC syllable structure
where it was inevitable.
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g) To obtain considerably bigger amount of test material we had to modify the
definition of the DRT and to allow bisyllabic words. Thus we defined and
created a new test set — a bisyllabic DRT in Slovak (BDRT).

So the summary of the steps of our work on DRT is as follows:

a) choose of consonant pairs with contrastive features for Slovak

b) designing a software text-searching tool for automatic retrieval of words with
defined features

c) after some discussion excluding monosyllabic words with /t/, /1/, /1/, 1, 14/,
fial, fiel, /iu/, 16/ in syllable nucleus from the DRT word list

d) introduction of nouns in different grammatical cases, verbs in different forms
(not only infinitive, proper nouns, and spelling alphabet words to enrich the
list

e) introduction of words with consonant pairs differing in two features

f) allowing CCVC monosyllabic words where inevitable

g) creating a new test set - a bisyllabic DRT in Slovak (BDRT)

Other tests, such as MRT, DMCT, SAM, etc. are beyond the scope of this paper and
therefore we shall only mention them in brief. Their design for Slovak will be described
in future publications.

5 Modified Rhyme Test (MRT) and Diagnostic
Alliteration Test (DALT)

The modified Rhyme Test uses 50 six-word lists of rhyming or similar-sounding
monosyllabic English words. Each word is constructed from a consonant-vowel-
consonant sound sequence, and the six words in each list differ only in the initial or
final consonant sound [5]. Listeners are shown a six-word list and then asked to identify
which of the six is spoken by the talker. A carrier sentence is usually used.

The mistakes are evaluated independently for initial and final consonant position.

The DALT is a final consonant rhyming word test that is structured the same as the
DRT.

Generally speaking there are the same problems in MRT and DALT design for
Slovak as those with monosyllable DRT.

6 Diagnostic Medial Consonant Test (DMCT)

The DMCT employs a list of ninety-six two-syllable word pairs that differ in only the
middle consonant (for example, bobble-bottle). These differences are organized in six
categories, and scores in each category can be used to identify specific problems.
Averaged together, the six scores provide a single measure of intelligibility. Listeners
are shown a word pair, then asked to identify which word is reproduced. Carrier
sentences are not used.
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Voicing Nasality Sustenation Sibilation Grav eness Compactness
a ban pan mam vam (kram) (chram) cap tap v at lat sal sal
a vaz faz nam ram (bran) (vran) (clam) (tlam) vas ras chajd fajt
a bachat pachat macik vacik para fara cara tara maval nav al parny karny
a bali pali napis lapis cara sara cari pary packy tacky vanky hanky
a barky parky maje baje ganok hanok saun faun para tara baza gaza
a vanky fanky nazov razov barka v arka zéha vaha vanku ranku ranom Janom
a zatka sadka namah damach baza v aza cary kary vacik racik vacik hacik
a gaze kaze mary vary balov v alov sanka fanka papez tapes pavy kavy
a bas pas mak vak pakt fakt cla tla mach nach cap cap
a (vrak) (frak) nad rad bal val cap tap bar dar lak rak
a bazit pazit mari vari packa facka Saty chaty malej nalej rana Jana
a zaje saje Marta varta para fara catou tatou vada rada panva kanva
a dakto takto maca baca caty Saty capka papka paste taste baza Gaza
a habua chabu nazen razen gate hate Sasi chasy bane dane lanu fanu
a badat padat fadro jadro gamba hanba zary | v aril vaky laky valy haly
a varme farme nabi laby kasa chasa casa kasa packa tacka tavi tavi
é (bé) (pé) - - (bé) (vé) dcer tér (bé) (deé) (bé) (gé)
é (deé) (té) ° o o = (cé) (té) (pé) (té) (té) (té)
é deécko tecko - - dcére sére déckom | téckom - - décku décku
é hacko chacko - - bécku vécku - - - - - -
& (grécky)  (krétsky) - - - - - - - - - -
e (grep) (krep) nes les pes fez cest test ves rez plen klen
e (zlet) (sled) nej jej bes ves dzez des plel tlel cech Cech
e becat pecat meno veno bedro v edro cesty testy pestuj testuj peruj keruj
e behy pehy melme velme bedrla vedla cesat tesat veze reze rezme jezme
e vetuj fetuj neje leje cennik 'sennik cena pena vedna rednu redla jedla
e delo telo nepit lepit cenzor senzor cestuj pestuj v ektor rektor verny herny
e desny tesny nezil jezil ceri Seri dzemy gemy vesty resty veslo heslo
e bera peru meska bezka cepce Sepce celo telo veku reku ceri ceri
i zid syt niz liz pik fig &im kym vin rin pil kyl
i zir Sir mis viz (kvil) (chvirl) &ir chyr byk dyk vir hyr
i | bijal pijal mile vile citia sytia ziska vyska vinach rinach pipet kypet
i dyka tyka minach vinach cira Sira cize kyze vire lyre pycha kycha
i zidte sytte mytom Vitom ciky Siky ziri hyri vypal rypal sypka Sipka
i hybat chybat - - - - (spija) (v pija) vysi risi vykal hikal
i hyri chyry - - - - (spisat) (v pisat) (prima) (trima) cine Cine
i (zZmyka) (Smyka) - - - - (stiskal) (vtiskal) - - (pridel) (kridel)
i gril kryl min vin bit’ vit zid hyd pil tyl vid hit
i dzin ¢in myl bil git hit sy ¢ fic vil ryl (prim) (Krym)
i biju pija mihlo vy hlo by stra vystra | cikat ty kat' py kat' ty kat’ pijak ky jak
i Vime filme milej vylej biju vyju Sibnu chybnua bime dyme by tu gitu
i vykat fikat myka vyka citom sitom cisar pisar fika cika vydra hydra
i bylin pilin mydlo by dlo cinkam 'sinkam  zislo vy s$lo viny dziny cipka cipka
i | Zite site niva diva cili Sili ¢inom kinom visi ly sy sy pky Sibky
i 'hybna chybna Milo$ vyloz cipky Sipky cinkam pinkam vinie rinie zime Zime
6 bor por - - por for col pol mod not réob Job
[} - - - - - - - - (prob) (trép) for chor
] - - - - célom soélom - - - - - -
o - - - - pokus fokus - - - - - -
o hod chod nov lov kov chov Zold hold v oj roj sok Sok
o bod pot mol vol bozk vosk sot’ fot moc noc pop kop
o hori chory motkat votkat bodka vodka sondy fondy mozna nozna voli¢ holi¢
o boc&nu poénu nosoch losoch poti foti zoc¢i voci mora nora polky kolky
o vodka fotka moje voje kopit chopit’ zohnat vohnat popil topil ponik konik
o domu tomu nota rota korim chorym dZzoby doby boji doji fotte chod'te
o doky toky nohy rohy boje voje zotrel votrel v odi¢ rodi¢ zobral Zzobral
o goral koral mogcit bogit bolia v olia ¢omu komu bozky dosky vodi hodi
a zaz suz nuat rat pus fuz suar far muat nut zar zar
G dah tah o = (krap)  (chrap) (zrub) (v rab) (prad)  (trad)  lap rab
G budkach puatkach nuka luka (bludi) (v ludi) sukat fukat muka nuka puta kuta
G  bucik pucik nura rara - - (spustat) (vpustat) puste tuzte pute kute
G zari sari mura bara - - (zrati) (v rati) bucha ducha ranom junom
G buste puste mury Buri - - - - mura nura (pruzok) | (krazok)
a | (zmuti) (smuati) nuram raram - - - - puhe tuhe (vrabky) | (hrabky)
a - - - - - - - - bime dyme (prutia) (krutia)
u buk puk nuz rus puk fuk cup tup puk tuk pult kult
u hud chut fuch juh kut chut cul kul buch duch juh ruch
u buchla puchla nutne lutne puci fuci cundra tundra mula nula busta gusta
u  Zupa Supa nuda ruda punkcia funkcia sucka fucka puchnut tuchnuat pukat kukat
u bucia pucia nula rula puska fuska Zupnu hupnu puska tuzka cudna ¢udna
u busta pusta muci buéi ¢uchla Suchla dzugol dugol puto tuto supy Supy
u duby tuby muky buky cupol Supol sukne fukne busi dusi putria kutna
u dupu tupa nula dula guba huba ¢upol kupol bubak dubak dupkat dubkat

Table 3. Proposed DRT (gray backround) and BDRT (no backround) word lists for
Slovak language
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7 Conclusion

The design of the Diagnostic Rhyme Test in Slovak brings several problems. The
biggest of them is the lack of appropriate monosyllabic words in Slovak which makes it
impossible to create a complete DRT word list for Slovak. Some tricks — slight changes
in the definition of the DRT which we hope will not affect its functionality — allowed us
to substantially enrich the test material. Even much bigger number of test words was
obtained when bisyllabic words were introduced in the test.

Our research is still in its initial phase and the effect of the bisyllable structure on
the test results words should be studied before the expanded version of the DRT comes
to a wider use in practice. Still we hope that the definition of the Slovak DRT is an
important step towards the design of an integrated set of tests for subjective speech
quality evaluation in Slovak.
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the Purposes of Information Retrieval*
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Abstract. The paper presents broad conception for stemming - as a mu-
tual correspondence between word-form paradigms of all literals belong-
ing to the synonymous sets constituting a given WordNet relation. The
implementation includes the association of literals from the Bulgarian
and English WordNets with the corresponding super-lemmas and inflec-
tion types in Semantic Dictionaries. The Semantic Dictionaries have been
constructed with the NooJ linguistic development environment. NooJ
dictionaries contain indistinctly simple or compound words thanks to an
inflection system that can process both simple and compound words’
inflectional morphology in a unified way. Moreover, NooJ can provide
linking of all word forms associated with an equivalent super-lemma.
When the super-lemma corresponds to a given semantic relation between
words, a semantic stemming can be accomplished.

1 Introduction

The goals of the presented investigation are directed to the implementation of
natural language semantic relations in Information retrieval systems. This in-
volves broad conception for stemming - as a mutual correspondence between
word-form paradigms of all literals belonging to the synonymous sets constitut-
ing a given WordNet relation. The “semantic” stemming requires working out
of the following tasks:

— to provide compete formalization of the inflection of simple and compound
literals included in the Bulgarian and English WordNet structures;

— to create specialized Semantic Dictionaries for Bulgarian and English based
on WordNet semantic relations.

Both tasks have been implemented with the NoolJ linguistic development envi-
ronment [7].

* The reported work is part of the Joint research RILA project Information retrieval
based on semantic relations between LASELDI, Université de Franche-Comté, and
Department of Computational Linguistics, IBL, Bulgarian Academy of Sciences.
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2 NooJ Dictionaries

NooJ dictionaries contain indistinctly simple or compound words thanks to an
inflection system that can process both simple and compound words’ inflectional
morphology in a unified way.

2.1 Merging Simple and Compound Words

For instance, the two following lexical entries:

academic program,N+FLEX=APPLE

window,N+FLEX=APPLE

inflect the same way (they take an ’s’ in the plural). Therefore, they are both
associated with the same inflectional class: APPLE. The class APPLE is defined
by the following expression:

APPLE = (E)/singular + s/plural;

that states that if one adds nothing to the lexical entry ((F) is the empty string),
one gets the singular form (“singular”); if one adds an “s” to the end of the lexical
entry, one gets the plural form (“plural”). NooJ’s inflectional engine is equivalent
to a stack automaton. It uses a dozen default commands that operate on the
suffix of each lexical entry:

Users can override these commands, and add their own.

NooJ is capable of inflecting compounds. For instance, the class “ACTOFGOD”
is defined by the following expression:

ACTOFGOD = (E)/singular + (P)(W)s/plural;

The operator (PW) stands for: “go to the end of the first component of the lexical
entry” Note that the following three entries are associated with this class, even
though their length is different:

bag of tricks, N+ FLX=ACTOFGOD

balance of payment deficit, N4+ FLX=ACTOFGOD

member of the opposite sex,N+FLX=ACTOFGOD

In the same manner, even though the lexical entries: blank piece of paper, last
line of defence, family history of cancer, sexual harassment in the work place,
etc. have different lengths, they can be associated with a unique inflectional
class because the inflection is carried by the same component (the second one).
Agreements between components of a compound can be described as well. For
instance, the following inflectional expression formalizes the agreement between
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the two components of compounds such as journeyman carpenter:

(E)/singular + s(P)(B)2en/plural

To get the plural form, add an “s” to the end of the compound, then go back
to the previous ((P)) component, delete the two last characters ((B)2), and add
the suffix “en”. In conclusion, NooJ can process simple and compound words’
inflection completely automatically. This has allowed us to unify the description
of simple and compound words in WordNet type dictionaries.

2.2 Dictionary and Inflection

NooJ dictionaries are directly compiled into a Finite-State Transducer, in which
all the relevant inflectional paradigms are stored as well. This characteristic is
very important for our project: it gives NooJ the ability to perform morphological
operations during parse time. NooJ can link any inflected form, to any other
inflected form represented in its transducer. Thus, NooJ can perform complex
transformations within texts. For instance, it is now possible to replace a certain
conjugated verb with its past participle form, and vice-versa, within a particular
text:

John eats the apple <> the apple is eaten by John

Using this new functionality will enhance several current NLP applications, such
as automatic translation and information retrieval applications.

2.3 Property Definition and Types

NooJ dictionaries can be displayed either in list (“free”) form, or in table (“typed”)
form. This requires that features of the dictionary be typed, so that all the val-
ues of a common property can be regrouped in one column. We also need to
state the number of relevant properties for each category of word (e.g. Tense for
Verbs, Number for Nouns, etc.), in order to distinguish absent default values,
from irrelevant ones. This is done via a “Property Definition” file that contains
rules such as:

NDistribution = Hum + Conc + Abst ;

NGender = m + f;

NNumber =s + p ;

VTense = Present + Futur +... ;
VPers=1+2+ 3;
VNumber = s + p ;

The next figure displays a NoodJ dictionary in table form: Note that all features
in a NooJ dictionary do not have to be typed; if NooJ does not know the type
of a feature, it will simply display it as a column header, and enter the “+” (if
the feature is present) and “-” (if absent) values accordingly. A given property
may be associated with more than one category (e.g. Number is relevant both
for nouns and verbs). But NooJ checks that one feature (e.g. “+p”) does not
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™ NooJ Community Edition - [Vocabulary for Text: LM1987.not]

IE| Fie Lab Project Info Edit Windows - | & %
27218/27218 Lexical entries: Select All | Export lexemes |

Entry ‘ Category| CR ‘ Genre | Nombre | Pers | Sem| Temps |i
a N m js] - B
a N m s -

avoir v - s 3 P

a PREP

abaisser v - - - W
abandon N m s -

abandonner v - s 3 P
abandonner v s 2 Y
abandonner v 5 1 P
abandonner v s 1 s
abandonner v - s 3 35
abandonner v m s - K
abandonné ) m s

abandonné N m s -

abandonner v £ 5 - K b |
& E3
948/948 Unknown Tokens: Select All | Export Unknown

Reset | Filter R |
|

Fig. 1. Table view for a NooJ dictionary

correspond to more than one property (e.g. “Gender” and “Tense”). NooJ dis-
tinguishes default properties from irrelevant ones. Moreover, associating NooJ
lexical features with typed properties opens up possibilities for implementing
unification mechanisms in the future.

2.4 Bulgarian Grammatical Dictionary

The grammatical information included in the Bulgarian Grammatical Dictionary
(BGD) is divided into three types [2]: category information that describes lem-
mas and indicates the words clustering into grammatical classes (Noun, Verb,
Adjective, Pronoun, Numeral, and Other); paradigmatic information that also
characterizes lemmas and shows the grouping of words into grammatical sub-
classes, i. e. - Personal, Transitive, Perfective for verbs, Common, Proper for
nouns, etc.; and grammatical information that determines the formation of word
forms and shows the classification of words into grammatical types according to
their inflection, conjugation, sound and accent alternations, etc. The BGD is a
list of lemmas where each entry is associated with a label [4]. The label itself
represents the grammatical class and subclass to which the respective lemma
belongs and contains a unique number that shows the grammatical type. All
words in the language that belong to the same grammatical class, subclass and
have an identical set of endings and sound / stress alternations are associated
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with one and the same label. Each label is connected with the corresponding
formal description of endings and alternations.

The inflectional engine used is equivalent to a stack automaton. Despite the ex-
istence of some differences in the format, the BGD represents a kind of DELAS
dictionary, and it is compiled into a Finite-State Transducer. The BGD which
already contains over 85000 lemmas has a parallel version in NooJ format where
dictionary labels are transliterated and formal descriptions are transformed into
the NooJ formal apparatus.

3 WordNet

The global WordNet [1]; [6] is an extensive network of synonymous sets and the
semantic relations existing between them, enabling cross-language references be-
tween equivalent sets of words in different languages [9]. The Bulgarian wordnet
(BulNet) has been initially developed in the framework of the project BalkaNet —
a multilingual semantic network for the Balkan Languages which has been aimed
at the creation of a semantic and lexical network of the Balkan languages [8].

Bg N | Bg V [Bg Adj|Bg Adv|Bg Total
Synsets 15 508| 4 421 | 4 027 | 449 | 24 405
Literals 27 77215 701 7017 | 1094 | 51 584
Graphic-words|22 381| 8 860 | 5 040 | 817 37 098
ILR 25 577|11 143| 6 931 | 815 | 44 466

Table 1. The distribution of Bulgarian synsets into parts of speech

En N |En V |En Adj|En Adv|En Total
Synsets 79 689 (13 508| 18563 | 3 664 | 115 424
Literals 141 691(24 632| 31 016 | 5 808 | 203 147
Graphic-words|114 649|11 306| 21 437 | 4 660 | 152 052
ILR 129 98336 457| 34 880 | 3 628 | 204 948

Table 2. The distribution of synsets in English Wordnet 2.0

The Bulgarian WordNet [3] models nouns, verbs, adjectives, and (occasion-
ally) adverbs, and contains already 24405 word senses (towards 1.09.2005), where
51584 literals have been included (the ratio is 2,11). The distribution of Bulgarian
and English synsets across different parts of speech is shown in Tables 1 and 2.
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3.1 Wordnet Structure

Every synset encodes the equivalence relation between several literals (at least
one has to be present), having a unique meaning (specified in the SENSE tag
value), belonging to one and the same part of speech (specified in the POS tag
value), and expressing the same lexical meaning (defined in the DEF tag value).
Each synset is related to the corresponding synset in the English Wordet2.0
via its identification number ID. There has to be at least one language-internal
relation (there could be more) between a synset and another synset in the mono-
lingual data base. There could also be several optional tags encoding usage, some
stylistic, morphological or syntactical features, etc.

3.2 Inflecting Wordnet

Literals included in the wordnet structure can be either simple words or com-
pounds i.e. the English synset car:2, railcar:1, railway car:1, railroad car:1 with
the definition “it a wheeled vehicle adapted to the rails of railroad” corresponds
to Bulgarian synset wvagon:I; the Bulgarian synset hol:1 salon:1 balna zala:1
with the definition “the large room of a manor or castle” corresponds to the
English one manor hall:1, hall:5. Comparing to lemmas compounds have their
own inflective rules. In order to merge the language data existing in BulNet and
BGD it was decided to assign an additional grammatical note to each literal
thus linking it with the BGD lemma’s label [5]. All labels for BGD entry forms
that are found in the BulNet have been entered as values of the LNOTE (lexi-
cal note) grammatical tag in the XML format. Most of the literals which were
not recognized are either specialized terms that have no place in a grammati-
cal dictionary of the common lexis (often written in Latin) or compounds. The
contradictory cases where two or more labels were associated with one and the
same literal are solved manually. The classification of compounds according to
different inflectional types is under development.

3.3 WordNet Relations

The major part of the relations encoded in the Bulgarian WordNet is seman-
tic relations. There are also some morpho-semantic relations, some morpholog-
ical (derivational) relations, and some extralinguistic ones. WordNet relations
of equivalence, inheritance, similarity, and thematic domains affiliations are of
interest to the Information retrieval purposes. Those are: synonymy; hypernymy,
meronymy, similar to, verb group, also see, and category domain.

Synonymy

Synonymy is a semantic relation of equivalence (reflexive, symmetric, and transi-
tive) between literals belonging to one and the same part of speech. In Princeton
WordNet the substitution criteria for synonymy is mainly adopted: “two expres-
sions are synonymous in a linguistic context C if the substitution of one for the
other in C does not alter the truth value” [6]. Thus the relation implies that
one synonym may substitute another (synonym) in a context and vice versa.
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The consequences from such an approach are at least two - not only the exact
synonymy is included in the data base (a context is not every context). Second,
it is easy to find contexts in which words are interchangeable, but still denoting
different concepts (for example hypernyms and hyponyms), and there are many
words which have similar meanings and by definition they are synonyms but
are hardly interchangeable in any context due to different reasons - syntactic,
stylistic, etc. (for example an obsolete and a common word).

Hypernymy

Hypernymy (Hyponymy) is an inverse, asymmetric, and transitive relation be-
tween synsets, which correspond to the notion of class-inclusion between synsets
belonging to one and the same part of speech. The relation implies that the
hypernym may substitute for the hyponym in a context but not the other way
round. Hypernymy is a transitive relation: e.g. being a kind of cvete (flower),
roza (rose) has inherited not only all semantic features of cvete (flower), but also
those of its superordinates: rastenie (plant), zhiv organizam (organism), etc.
Meronymy

Meronymy (Holonymy) is inverse, asymmetric, and transitive relation which link
synsets denoting wholes with those denoting their parts. The Part meronymy
typically relates components to their wholes. In BulNet we restrict the Part re-
lation to the components that are topologically included one in the other with
physical attachment: book is a part of library, library is a part of building, *book
is not a part of building, only library - building relation is encoded as Part
meronymy. The Member meronymy is a relation between sets and their mem-
bers i.e. football player - football team - football league, football player is a member
of a football team, football team is a member of football league, as well as a football
player is a member of football league. The Portion meronymy is between wholes
and their portions i.e. crumb of bread - slice of bread - loaf of bread; crumb of
bread is a portion of a slice of bread, slice of bread is a portion of loaf of bread,
as well as crumb of bread is a portion of loaf of bread.

Relations of equivalence

Similar to is a symmetric relation between similar adjectival synsets. i.e. the
synset nice:1 with a gloss “pleasant or pleasing or agreeable in nature or appear-
ance” is in a Similar to relation with the synnset good:7 defined “as agreeable
or pleasing”. Verb group is a symmetric relation between semantically related
verb synsets: the synset wash:9, wash out:4, wash off:1, wash away:2 with mean-
ing “remove by the application of water or other liquid and soap or some other
cleaning agent” is in a Verb group relation with the synset wash:1, rinse:2 with
a definition “clean with some chemical process”. Also see is a symmetric relation
between synsets - verbs or adjectives, that are close in meaning i.e. beautiful:1
defined as “delighting the senses or exciting intellectual or emotional admira-
tion” is in a relation Also see with attractive:1 defined as “pleasing to the eye or
mind especially through beauty or charm” Category domain

Category domain is an asymmetric extralinguistic relation between synsets de-
noting a concept and the sphere of knowledge it belongs to i.e. the synset alibi:1
with the definition “a defence by an accused person purporting to show that he
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or she could not have committed the crime in question” is in a Category domain
relation with the synset law:2, jurisprudence:2 defined as “the collection of rules
imposed by authority”.

4 Semantic Stemming

4.1 Multi-fields Dictionaries

The number of fields of NooJ dictionaries is no limited to one. NooJ dictionaries
can contain entries associated with a “super-lemma” that can be an orthograph-
ical variant, the translation in another language, a synonymous entry or an
hyperonym. For instance, consider the following lexical entries:

U.N.,United Nations,N+Org

czar,tsar, N+ FLX=Pen

The first entry (U.N.) is associated with super-lemma “United Nations”; it does
not inflect. This entry is similar to a DELACF entry. The second entry (czar) is
associated with super-lemma “tsar”; it inflects according to the paradigm “Pen”
(i.e. takes an ’s’” in the plural). Being able to associate words with super-lemmas,
i.e. words that do not necessarily correspond to their inflectional lemma (“czar”
is czars’s lemma, not “tsar” opens up a new range of applications.

4.2 Semantic Dictionaries

The Semantic Dictionaries are designed using the WordNet structures (enumer-
ated relations), on the one hand, and the respective inflectional dictionaries, on
the other hand. There are two types of relations in the wordnet - symmetric (as
synonymy ) and asymmetric (as hypernymy) which determine the two approaches
with super-lemma association. For the symmetric relations the super-lemma in
Semantic Dictionaries is considered as the IDentification number of a given syn-
onymous set.

author,ENG20-10090311-n,N+FLX=APPLE

writer, ENG20-10090311-n,N+FLX=APPLE

For the asymmetric relations the formalization is in the direction from the more
concrete to more global concept (thus the super-lemma is the ID of the high-
est synonymous set in the hierarchy), but the other way is also possible. The
main applications of the Semantic Dictionaries are directed towards Information
retrieval by means of: semantic equivalence with synonymy dictionaries, seman-
tic specification with hyperonymy and meronymy dictionaries, Information re-
trieval by means of similarity and thematic domains affiliations. The Semantic
Dictionaries provide retrieve of all word-forms of all literals belonging to the
synonymous sets constituting a given WordNet relation (Figure 2).

5 Conclusions and Future Directions

The Multi-fields dictionaries can provide Information retrieval by means of se-
mantic equivalence with synonymy dictionaries, by means of semantic speci-
fication with hyperonymy and meronymy dictionaries, by means of similarity
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Fig. 2. Semantic stemming

relations, and by means of thematic domains affiliations. Future work is directed
to the extensions and enhancements of the Semantic Dictionaries:

— Extension of the dictionaries coverage;

Addition of other semantic relations;

Inclusion of additional information to the entries.

— Integration of multilingual semantic extraction with NooJ using the Inter-
Lingual-Index relation.
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Abstract. Responding to national needs for more efficient instruction of less
commonly taught languages (LCTLs), utilizing its technological potential and
social environment, Arizona State University Department of Languages and
Literatures Slavic Section in cooperation with Critical Languages Institute is
developing Bosnian/Croatian/Serbian (BCS), Polish, and Russian text taggers.
The taggers are available at http://www.asusilc.net/cgi-bin/newtepajgu.pl They
allow the user to paste in a text, copied from an on-line newspaper or acquired in
another manner, and have it tagged with English glosses and equipped with the
option of displaying the inflection of each wordform in the text. The present
paper summarizes achievements of this project hitherto, identifies its major
problem areas, and outlines its envisaged development hence.

1 Introduction

One of the hallmarks of the early twenty-first century is the shifting locus of
educational training from the traditional fixed classroom to the Internet and real-life
immersion. Language instruction is not an exception in this respect. There is a demand
for on-line and immersion language learning which will enable the student to act as an
independent performer of various tasks in the target language (e.g., understanding
authentic materials, engaging in on-line and face-to-face interactions, capturing cultural
differences, etc.) In contrast to these needs, most available textbooks remain limited to
traditional in-class instruction where rote learning detached from real life and learners
as objects rather than subjects is perpetuated. Similarly, courses of foreign languages as
a rule do not incorporate immersion or task-based e-learning. In effect, learning
outcomes are reduced to passive knowledge of grammatical structures and vocabulary,
rather than to linguistic and cultural literacy in multiple genres of the target language.
This unfortunate state of the affairs is a frequent subject of concern in the academe (see
for example Brecht, R. D. and W. P. Rivers, 2002[1]). Despite the widespread I-just-
want-to-speak student attitude, the most valuable professional skill to be acquired in
Slavic language classrooms is the ability to understand authentic written and spoken
texts in the target language. It is therefore imperative that authentic materials are
included in the curriculum as early as possible. However, attempting to address this
imperative leads to the following dilemma. On the one hand, students with limited
command of the vocabulary cannot be expected to process “raw” authentic texts as
constant dictionary lookup would be overly time consuming and frustrating. On the
other hand, instructors do not command sufficient financial and temporal resources to
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manually gloss these texts with English equivalents. Being able to confront authentic
materials early in the instructional process is bears a two-fold importance. First, the
student acquires the sense of achievement, the feeling that she/he can utilize the
language in a sensible manner, which in and of itself wields a beneficial effect on the
cognitive and affective factors in language acquisition. Secondly, the early inclusion of
authentic materials creates a solid cognitive basis for later phases of the process in
which authentic texts become ineluctable. The Slavic text tagger projects are an attempt
to resolve the dilemma between pressing instructional needs and limited resources.
Providing tools which facilitate the comprehension of written texts (newspaper articles,
short stories, public and corporate web sites, etc.), meets the aforementioned
instructional needs with little or no resources required by the instructors. More
information about the general framework of the project can be found in Sipka (2004)

2].
2 Design of the Taggers

Taggers for Bosnian/Croatian/Serbian (BCS), Polish and Russian are generally
available and located at http://www.asusilc.net/cgi-bin/newtepajgu.pl. The taggers are a
part of a wider project titled Learner-centered Task-oriented Language Instruction,
presented at http://www.asusilc.net/Ictli. Each of the three taggers accept electronic
texts in various formats (UTF-8, cp-1250, cp-1251, etc.), either typed into the text
window or copied from an internet page and pasted into the window.

The taggers return the text tagged with the English glosses as can be seen at

* http://www.asusilc.net/lctli/exbcs.htm (BCS),
e http://www.asusilc.net/lctli/expol.htm (Polish),

* http://www.asusilc.net/lctli/exrus.htm (Russian).

By clicking at any of the underlined word forms in the text, the user can get their
respective English gloss. Thus, clicking at the BCS word sahrana will yield the
following gloss: sahrana,e f [I] funeral n, sepulture n, interment n, inhumation.
Pressing the I (inflection) button will expand the word sahrana in all its forms
(Nominative Singular sahrana, Genitive Singular sahrane, etc.). The design of the
taggers is intended to facilitate the cumbersome and time-consuming process of
looking up the English equivalents and determining the morphological category of the
wordforms in texts.

The following technologies were utilized to implement the tagges. The entire
knowledge base, with dictionary forms, inflectional forms and the English equivalents
is stored into a relational database in MySQL. Perl scripts with HTML forms as their
GUI are used to query the database and tag the text, while the resulting tagged text is
implemented in a form of HTML, DHTML with a limited use of Java Script. Central to
this design was the idea that all operations are performed serverside, which stipulates
minimum requirements on the part of the user, coupled with the transferability of the
resulting HTML page with the tagged text.
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The taggers accept the input text in various code pages (Unicode, Windows, ISO,
etc.) and the output text is always rendered in Unicode. It is important to note that the
BCS tagger can handle both Latin and Cyrillic script.

The resulting tagged page can be saved and post-edited. An example of a post-
edited text created using a previous version of the BCS tagger and incorporated into the
BCS 201-202 course can be found at:
http://www.public.asu.edu/~dsipka/bcs202al.html.

The background on methodology and technology in on-line delivery of BCS can be
found in Sipka (2003)[3]

Presently, the most advanced is the BCS tagger (the access is available at:
http://www.asusilc.net/cgi-bin/newtepajgu.pl?lang=sr), which covers approximately
95% of an average newspaper text.

The Polish tagger (http://www.asusilc.net/cgi-bin/newtepajgu.pl?lang=pl) covers some
85% of an average newspaper text, while the Russian tagger
(http://www.asusilc.net/cgi-bin/newtepajgu.pl?lang=ru) covers over 60%.

In the present version of the taggers, the text is tagged automatically, and all
possible tags are listed. Thus if we have the BCS form je, which can be either
accusative or genitive singular of the personal pronoun ona ‘she’ and the third person
singular of the verb biti ‘to be’, both these glosses are listed. This manner of tagging
replaced the previous version of the tagger, in which the text could be tagged
automatically or interactively. In the former case the most frequent solution was
deployed in case of ambiguous forms (e.g., in the example above, the verbal meaning
would be selected). The interactive manner of tagging was prompting the user to
resolve all cases of ambiguous forms (e.g., to tell if the form je found in the text
belongs to the verb biti ‘to be’ or to the pronoun ona ‘she’). However, it turned out in
the course of longitudinal testing that manual tagging is overly time-consuming and
annoying while automatic selection of only one tag bears a risk of being inaccurate.
The present solution allows swift tagging and concurrently provides the user with the
opportunity of selecting the right equivalent while using the tagged text.

An average newspaper text of 350 word forms is tagged in six seconds.

3 Major Challenges

The major challenge currently addressed within the Slavic text taggers project is that of
appending and amending the knowledge bases. At present, the team members are
working on formatted text files, which are then transferred into the databases using
PERL scripts.

Given that this solution does not allow computational lexicographers and
grammarians to immediately introduce a change and see its result, the development of a
knowledge base authoring tool is underway. The completion of this tool is envisaged
for the last quarter of 2005 and in its completed form it will allow addition of new items
as well as modification of the inflectional forms and the English equivalents. Central to
the development of this resource is to allow concurrent use of various updating
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techniques — automatic (using the available resources) and manual, modification of one
peculiar form of inflection and assigning a completely different paradigm, etc.

Two major techniques are being deployed in appending and amending the
knowledge bases. First, the databases are filtered using available monolingual and
bilingual lexical lists or dictionaries and the missing entries are added. Second, the
tagger itself is used as an important tool of testing the comprehensiveness and
accurateness of the database. As can be seen in the Appendix, if a word form is not
lemmatized, it will not be underlined, if it is lemmatized yet its English equivalent is
missing, it will not be in the bold type. Those forms which are lemmatized and with the
English equivalent will be bold and underlined. Testing the taggers with the texts from
the most popular newspapers is used to train the knowledge bases.

Inasmuch as the three languages exhibit a varied degree of development, the
concrete tasks performed on the databases expose considerable differences. In the case
of BCS, some low-frequency lexemes and irregular forms are still being added to the
knowledge base. At present, the process is geared toward appending the knowledge base
with the items from a 230,000-entry word list, which served as the bases for §ipka
(2002). Even upon full inclusion of the aforementioned list, there will still be some 1-
2% unrecognized forms, owing primarily to the creativity of the journalists and other
authors. For example, the negative particle ne- can be added to practically any noun or
adjective, as in neodgovarajuéi ‘unfitting, unsuitable’ in the Appendix below. This
problem will be tackled by tagging parts of the word form if the tagging of the form in
its entirety fails. Obviously, proper names will not be tagged at all.

The problems being solved in the Polish and Russian tagger are quite different than
those in the BCS tagger. Here, the goal is to form a solid foundation of approximately
80,000 lexemes (i.e., canonic forms) with their corresponding equivalents and
inflections. The synergy of tagger training of the knowledge base and its appending
using the available electronic resources is deployed here in a manner akin to the BCS
tagger project.

4 Further Development

The goal of the project is to reach 95% converge for the Polish and Russian taggers and
98% coverage for the BCS tagger by October 2006. All activities in the intervening
period will be subordinated to that overarching goal. A further step will include the
expansion of the resources to other languages beyond the Slavic linguistic realm.
Finally, a number of spin-off projects is envisaged. Most notably, a tool will be created
for semi-automatic collections of neologisms. A net-bot will be implemented to
randomly search and tag a predetermined set of web pages end extract unattested
lexemes along with their contexts for a subsequent human lexicographic treatment.
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Appendix 1: Screen caption of the BCS tagger
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Abstract. This article describes one of the first attempts to implement
recognition methods of personal and institutional names in informal Pol-
ish texts. This application uses a hybrid method based on searching
dictionaries enriched with some heuristic methods. The recognition pro-
cess is divided into four stages: marking potential NE, marking the “key
words”, creating the full Name Entity and finally creating the base form
of all the recognized Name Entities. The results are placed into external
text files and can be used as a starting point for other applications.

1 Introduction

Huge amounts of information that are widely available via web browsers, causes
a growing demand for applications that are able to automatically process data
expressed in natural languages. However, such analysis needs a collection of
linguistic tools and resources. One of many problems which has to be solved
concern named entities. Many types of texts, especially newspaper texts, include
a lot of proper names (Named Entities, NE) which are generally not present
in existing lexicons. The first idea to do NE recognition is to create special
gazetteers of, for instance, names of people, places and organizations. But this
solution is not sufficient. Although some Named Entities come form well defined
data collections (e.g. country names), more frequently they come from open,
non restricted sets. Such Named Entities can appear and disappear in everyday
usage of natural languages. For examples, it is possible to construct lists of
known organizations, but new companies are created daily, and their names
need to be recognized as well. A second example are surnames of currently
popular people. That is why during the construction of an NER application it is
not recommended to base it only on dynamically updated lists. Another negative
aspect of using such lists is that exploration of huge data sets is time consuming.
The next problem is that proper names can be complex entities, consisting of
several words and these words may occur in texts in various forms so the lexicons
should contain all of them. And even if we want to have such NE lists, it will be
good to create them automatically.
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The main difficulty in NER task is the fact that many proper names are
multi-words strings and it is not easy to recognize their limits. In Polish, proper
names are generally capitalized, but they can contain words beginning with
lowercase letters — conjunctions and prepositions. What is more, frequently two
proper names can appear one after another so some methods of splitting them
are necessary.

The interesting solutions to NER, problem were found in statistical and Al
methods like decision trees, Hidden Markow Models, the maximum entropy
model or neural networks, e.g. [3]). But it is still quite common to use “hand-
made rules”, which are customized for specific tasks (e.g. [2] and [1]). Their
preparation is time consuming and they are not easily portable but they usually
give good results.

For many applications, such as Information Extraction (IE), Automatic Text
Summarizations or Question Answering (QA), the Multi-words Named Entity
Recognition (NER) is a crucial and preliminary task. How important this task is,
was recognized already at Message Understanding Conference (MUC 6, http://
www.cs.nyu.edu/cs/faculty/grishman/muc6.html), where NER was defined
as an important separate task. After this conference, it was stated that the
worst and most difficult entities to classify are the names of companies and
more importantly, people.

In Polish computational linguistics the Name Entity Recognition is still not
a well explored subject, although some important works in this field exist, e.g.
(Piskorski, 2004). This article describes one of the first attempts to implement
an application for person and institution names recognition in Polish texts based
on a hybrid approach. The program is using a number of dictionaries, containing
lists of selected types of proper names (for example first names) as well as some
heuristic methods, which allow the program to recognize complex names. The
lack of annotated Polish corpora made it impossible to use a pure statistical
approach.

2 Application Characteristics

Our goal is Name Entity Recognition for the most difficult name type — we
recognize names, surnames and complete person referring phrases as well as
institution names. One can search for one of the NE types or all of enumerated
types at the same time. Besides of finding the NE limits, the application finds the
base form of the phrase. This feature is very important for a highly inflectional
language as Polish, as knowing the base form of a name helps us to recognize
names referring to the same object and to create a standardized list of recognized
names. The application produces results being two text files — one contains text
with tags delimiting all recognized Name Entities and the second contains only
Name Entities together with their base forms.

Usually the Name Entity Recognition task is divided into few separate,
smaller sub-tasks. In our approach, we firstly mark all capitalized words (they
are potentially Name Entities). To reduce the processing time, we begin with
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using small names dictionary (names are divided into two groups: the basic dic-
tionary contains the list of most common names, the expanded one consists of
all formally registered Polish names). Proper NER process is divided into two
stages. First, the “key words” are marked. For searching person names, the “key
words” are all names from the dictionary. For institutions, we have chosen several
nouns like bank, school or university. This stage can be called “dictionary search
stage”, because both names and institution types are placed in dictionaries. The
last processing stage is using the designed algorithm (precisely describes in next
section) to recognize the limits of the Name Entities. The general idea consists in
adding the capitalized words from the key word neighborhood but some special
situations are distinguished and dealt with.

Fig. 1 presents schematically all described processing stages while Fig. 2 show
the application window.

I - inputting the data

Piotr Koter studiuje na Uniwersytecie Warszawskim.
IT — marking potential NE

Piotr Koter studiuje na Uniwersytecie Warszawskim.
IIT — marking the keywords

Piotr Koter studiuje na Uniwersytecie Warszawskim.

IV — creating NE
Piotr Koter studiuje na Uniwersytecie Warszawskim.

Fig. 1. Processing stages

Pk Opcie O.

Dzisiaj Dominika Urbanska poszta na studia w Polsko-Japonskie] Yivrsze) Szkale
Technik Komputerowych.. Profesar Kazimierz Subista wyatosit pierwszy wykdad. Pani
Suda rdwniez wyktada wte] szkole.

i) imie

i} nazwisko

(3 imie i nazwisko

(®) osoba
L pmwed S

Dominika Urbanska: forma podstawowa Dominika Urbanska: Dominika Urbanska-lp b
-1z -M
Kazimierz Subieta:: forma podstawowa Kazimiarz Subieta: Kazimierz Subieta-lp -t bt |
Suda:: forma podstawowa Suda: Suda-lp -rz-m
Suda: forma podstawowa Suda: Suda-lp-rz-0
Suda: forma podstawowa Suda: Suda-lp-rz-C
Suda: forma podstawowa Suda: Suda-lp-rz-mMs
Suda forma odstawmws Sudas Suda 1o - W

i wezsytko

Fig. 2. Program window

The second challenge for the application is creation of the base form of all
recognized Name Entities. The dictionaries contain all inflectional word forms,
so the problem concern mainly those words which are not included in them.
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The application tries to guess their correct form on the basis of some stored
endings and morphological features of those NE parts which are stored in the
dictionaries.

2.1 Person Names Recognition

The application recognizes single names and phrases containing names, sur-
names, initials and titles. The first and middle names recognition is easy as
it is done using a long list of Polish names, which was taken from an official
government source. The constructed dictionary contains all inflectional forms of
these names obtained by an heuristic algorithm based on the suffix forms, e.g.
for words ending with ‘ka’ the forms ending with ‘ki’, ‘ce’ ‘ka’, ‘ke’ are gener-
ated (for Dominika it gives us Dominiki, Dominice, Dominikq and Dominike).
Recognition of surnames is not so trivial, as it is impossible and impractical to
have a list of all potential surnames. We defined the following heuristics helping
us to judge whether names are followed by surnames:

— if the word after a first name is capitalized, and it’s not a name, it’s probably
a surname,

— if the word before a first name is capitalized, and it’s not a title or degree and
after the name there is no capitalized word, the word before it’s probably
the (a) surname,

— if the word after a title or degree is capitalized, and it’s not a name, it’s
surname,

— if a string is once judged to be a surname, it is treated as a surname within
the entire text; the application also finds its (automatically constructed)
inflected forms.

2.2 Institution Names Recognition

Institutions’ names recognition algorithm starts with searching for selected key-
words. In the first step, the name limits are the beginning and the end of the
sentence containing a keyword, it can be for example the following entire sen-
tence:

(1) [Dzisiaj Rektor Uniwersytetu Kardynata Stefana Wyszynskiego Adam
Gorski wyglosi wyktlad.]
[Today, the Dean of the Cardinal Stefan Wyszyriski University Adam Gorski
will give a lecture.]

The only exception from the above rule is when one sentence contains more
then one keyword — then the next keyword recognized becomes the border for
the current phrase:

(2)  [W tym roku studenci Uniwersytetu Warszawskiego i studenci] [Akademii
Medycznej organizuja konferencje.]
[This year, students from Warsaw University and students from] [Medical
Academy are organizing the conference. |
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Starting from the key word and using the following rules, we add next words to
the potential institution name (the initially established maximal boarders cannot
be crossed). The next word belongs to the institution name if (this decision
scheme is presented in Fig.3):

1. the word after the key word (or the latest added word) is capitalized,

2. the word after the key word (or the latest added) is not capitalized and it is:
(a) the word: “im.” or “imienia” and after it the next word is capitalized,
(b) “w” or “we” (in) and after there is capitalized word,

(¢) “©” (and) and after there is capitalized word, and it is not the latest word
in the interval the word
(d) “nr”, “numer” (numer) and after it the is capitalized word or the digit,

3. if the word after the key word (or the latest added) is a name or surname in
genitive
(a) and it’s not preceded by the word “im.” or “imienia”

(b) and before the key word there is no word like “Rektor”, “Dyrektor” (Dean,

Manager).
word
cap-word non-cap-word
— notoname /\
| ) 1M OT 4Mienia w Or we NT Or Numer

not-prec-by-“im” | | | |
| cap-word cap-word  cap-word cap-word-or-dg
not-preced.-by-“chief” |
not-last

Fig. 3. “Decision tree”

2.3 Base Forms

Determining the base form of the recognized name entity is based on two kinds of
information. The first one is the morphological data about the key words stored
in the dictionary. The second source of data are two lists of suffixes characteristic
for two genders. One list consists of the female suffixes (e. g. ska, cka, owa) the
other one stores males (e.g. ski, cki, owy). For a given word, we search the
suffixes and if we find one we postulate the gender and use stored suffix for the
base form. If the word does not match with any of suffixes, we leave the word
untouched.
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2.4 Output Format

As the final result we obtain two output files. One of them is the input text with
the beginning and the end of all the identified Name Entities marked. As tags
we use those suggested at the MUC-6 conference. Each NE is marked with the
ENAMEX tag of one of two subtypes: PERSON and ORGANIZATION.

For example:

(3) <ENAMEX TYPE=“PERSON”>Dominika Urbanska</ENAMEX > studi-
uje w <ENAMEX TYPE=“ORGANIZATION”>Polsko-Japoriskiej Wyzszej
Szkole Technik Komputerowych</ENAMEX >
<ENAMEX TYPE=PERSON”>Dominika Urbarnska </ENAMEX> is
studying in <ENAMEX TYPE“ORGANIZATION”>Polish-Japanese In-
stitute of Information Technology</ENAMEX >

Second output file stores all the Name Entities, which were recognized in the
texts and thetheir base forms. For the sentence above we will get:

(4)  Dominika Urbariska:: base form Dominika Urbariska
:: Dominika Urbanska -1p -rz -M
Polsko-Japorniskiej Wyzszej Szkole Technik Komputerowych
:: base form Polsko-Japoriska Wyzsza Szkota Technik Komputerowych
:: Polsko-Japoriskiej Wyzszej Szkole Technik Komputerowych -lp -rz -C*
Polsko-Japorniskiej Wyzszej Szkole Technik Komputerowych
:: base form Polsko-Japorniska Wyzsza Szkota Technik Komputerowych
:: Polsko-Japoriskiej Wyzszej Szkole Technik Komputerowych -lp -rz -N

3 Ewvaluation

Recognition of Polish first names and surnames is quite satisfactory. If the ap-
plication was provided with the first name and surname of certain person, it
is able to select correct answers and shows them. Entering e.g.“Dominika” we
could cogitate as about a nominative of feminine name, but it could be also a
genitive (possessive) or accusative of male’s name form “Dominik”. When the
application finds e.g. “Dominika Urbanska”, a surname is being interpreted as
feminine, which conducts also set feminine gender to “Dominika” for all over the
text. It means that this first name, which was underspecified for gender before
analyzing this pair of words, becomes unequivocally specified as feminine for the
entire text.

! Although in the sentence “Dominika Urbariska studiuje w Polsko-Japoriskiej Wyzszej
Szkole Technik Komputerowych, the organization name appears in locative but the
applications shows the two results: in locative and in dative. But please notice that
the ablative form and dative form is the same. And because application does not
know the contexts of following word in sentence it’s impossible for it to predict which
of the following form is the correct one.
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The analysis of institution names’ is definitely more complicated. Most prob-
lems occur when an institution name appears together with a person name. But
the application correctly recognizes following examples: Rektor Akademii Jan
Dabrowski ‘The Dean of Academy Jan Dabrowski’ and Rektor Uniwersytetu
Adama Mickiewicza ‘The Dean of University of Adam Mickiewicz’.

Another difficult situation solved by the program concerns the conjunction
(and). This word can be either a part of the institution name or can coordinate
two different named entities e.g Wyzsza Szkota Handlu i Prawa i Akademia
Medyczna ‘Higher School of Trade and Law and Medical Academy’ (first ‘9" is
a part of an institution name, but the second one joins two different names).

The preliminary tests showed pretty good functionality of the application. For
testing purposes, about one hundred short citations downloaded from internet
or made by testers were used. Most of them contained between two and fifteen
sentences. The results evaluation is showed in (5). It is divided into two parts:
we evaluated pointing out the NE and separately the assessment of base forms.

@
1

(5) NE type precision?|recall
NER |persons 98| .89
organizations 85 .73

base forms|persons 92| .85
organizations 80| .70

What is interesting, compared to a commercial product based on the GRAM
dictionary (http://gram.neurosoft.pl/), the application showed better results.
For example, in the sentence Profesor Kazimierz Subieta wyktada w PJWSTK.
‘Professor Kazimierz Subieta lectures at PJIIT’ the surname Subieta wasn’t rec-
ognized by GRAM and in the sentence Bolestaw Prus napisat powiesé “Faraon”
‘Bolestaw Prus wrote a novel “Faraon”’ Prus instead of being recognized as a
surname was recognized as an genitive form of “Prusy” (a former country name).
Both examples were correctly recognized by the application.

4 Conclusion

Summarizing, the application proved to be of a practical value. Implemented
algorithms are capable of recognizing many person and institution names in
Polish texts. The application is easy to modify or update. Obvious suggestions
for further work is to include more types of proper names, namely location,
time, monetary units and titles. It is also planned to combine it with an existing
morphological analyzer. As it was emphasized at the very beginning, the process
of the Name Entity Recognition is a key to many tasks in natural language
processing and the presented program is planed to be used in IE applications.

2 Precision is defined as usual as a ratio of applicable ones to all given answers, while
recall is a proportion of provided positive answers to all positive answers.
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Abstract. A phonetic dictionary is important for working with sound
side of a language. Speech recognition is put in front of a task to create
words from basic units - phonemes. A conversion mechanism that can
attach words to sequences of phonemes is necessary for this task. A
printed version of the Slovak phonetic dictionary is the only accessible
source. The conversion from this printed version to an electronic version
was needed. The transformation of old phonetic transcription to the new
SAMPA phonetic symbols was needed as well. Problems that appeared
during conversion process were solved either by adding new symbols or
by using new words.

1 Introduction

In the recent years the need for a faster and more comfortable way to com-
municate with computers became a problem that can be solved by a human
interface using recognition (also known as digital signal processing or DSP) and
synthesis. The most important is speech and pattern recognition. As many of
the computer related problems the speech recognition is trying to copy the way
people recognize speech. The problem is complexity of the recognition process.
In a simplified way the recorded sound is transformed and then compared to the
known patterns. These patterns can be either whole words (for example repre-
sented as sound samples) or phonemes. Whole words approach is effective only
if the task is to recognize words that are always the same — these are usually
basic commands.

The approach based on phonemes is more complicated and more effective.
Phoneme is a basic, theoretical unit of sound. Every word consists of one or
more phonemes. The same letter can have different sound and therefore dif-
ferent phoneme if it’s in different context - for example the letter “v” in slovak
words “vediet” and “véera”. Words are sorted in alphabetical order in classic pho-
netic dictionary and they have their phonetic transcription assigned. In speech
recognition alphabetical order of phonetic transcription is needed. That means
we need to use reversed phonetic dictionary. That is why it is necessary to have
electronic version of phonetic dictionary. It can be used not only for speech
recognition but also for speech synthesis.
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SAMPA |Dictionary|SAMPA |Dictionary
a |a n |a
a: a N n
{ F roor
E e = |r
E: |é r=: |f
I i 1 1
I: i = |l
O |o = |l
O: |0 J n
U Ju L |
U: |4 £ f
I _"a lia v v
I_"E |ie f v |w
I_"U\ |iu U " |u
U_"0 |uo S ]
P _|p z |z
b |b S |3
t t Z Z
d d X x
c |t h\ |h
J\ |d G |v
k |k i
g e I~
m m ts ¢
F = dz |dz
n |n tS  |c
dz |dz

Table 1. Slovak SAMPA

2 Making of Phonetic Dictionary

International phonetic alphabet (IPA) is used for electronical transcription of
phonemes. All electronic phonetic texts should be written in this alphabet. The
problem is that it is using symbols not available in computer ASCII (American
Standard Code for Information Interchange) code that is most universal. ASCII
code has only 95 printable characters and therefore IPA with ASCII cannot be
used together (at least not straightforward). The solution is either by using UNI-
CODE (this encoding type has 65 535 characters) or by using other transcription
scheme. The one I used is SAMPA [4] as this type of transcription is international
as well as it has slovak version. It also uses only ASCII encoding for phonemes.
However when I was transcribing phonetic dictionary I found some characters
not present in the basic set (table 1).

Different symbols than the ones that can be found in slovak SAMPA were
mostly found in words from foreign languages. The remaining symbols were prop-
erties of phonetic dictionary I was working with (stress symbols, arcs, spaces,
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Symbol used|Symbol found in dictionary
[7] half of reversed question mark
[z=] |z
=1 |2
N\ mirrored ¢
Ql_|f
[y:] |d
y i
2 0
2: 6
Q@ mirrored e
[ arc under dash
=] arc under space
[sp] space between words
"] main stress
[%] secondary stress
[t_>] |double letter
a[;0] a
els] e
e); ¢
oD); 9
éD; ¢
Table 2. New rules for slovak SAMPA

etc). The symbols from other languages were created according to SAMPA for
that particular language (French, German and Hungarian symbols). The remain-
ing symbols were added by myself (table 2). I used existing rules to create new
ones so that my version is consistent with old rules.

2.1 Transcription

The only available phonetic dictionary is Slovak phonetic dictionary [3]. To create
electronic phonetic dictionary I had to transcribe this book first. It was too
difficult to transcribe the book into SAMPA symbols immediately. Therefore I
created my own symbol vocabulary based on TgXrules. This vocabukary could
be used as its own phonetic transcription but as it was not compatible with other
encodings I transformed it to SAMPA version. There were also other problems
based on the way the original phonetic dictionary was composed. Some words
were doubled (used on two places). There were different versions of the same
word on the same line. For speech recognition it was better to save all forms of
the word; and not just the basic form. That made transcribing this book quite
difficult.

I programmed small and useful scanners to do manual minor repairs and
changes as well as preprocessing for next step. The steps were as follows:

— Changing two column style to one column style
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— Removing special characters that were used in book and were not relevant
to phonetic transcription

— Creating new lines for multiple words on the same line

— Manual checking of errors

— Creating phonemes for newly created words

— Manual checking of errors

The very last step was changing encoding to SAMPA version.

2.2 Statistics

The phonetic dictionary is quite big - it has 420 pages with words and their
phonetic transcriptions. Information about the quantity of pages per letter are in
table 3. This information can be used for statistical purposes as the information
abou how many words are there for one letter. Final electronic version has 66675
words with their phonetic equivalents. Text file using UTF-8 encoding has more
than 2.1 megabytes. I used 49 rules to change my encoding to SAMPA encoding.
It took me more than two months.

Letter| A|B|C|D |E|[F|G|H|CH|I J|K|L|M|N|O|P|Q|R|S|S|T|U|V|W-Y|Z
Pages |13|14(10|24|8|8(5 (12| 4 |10(4|24(13|19|24(28|56|1|24(33|9|20({9|29| 3 |32
Table 3. Pages per letter

3 Conclusion

I used my knowledge of electronic text transliteration to convert book version of
Slovak phonetic dictionary into its electronic version with few changes. Electronic
version is more complex has a few more words and also can be reversed and
sorted alphabeticaly according to phonems. That makes it ready to use for speech
recognition.

Current version is ready to use. But still it can be updated with various
information such as word classes, noun cases, verb tense, etc. This information
is valuable when using for more difficukt tasks like speech understanding. The
next step is creating speech recognition system to be used with this dictionary.
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Abstract. The paper deals with a corpus of the Russian language of the 18—19"
century. It covers the period of both the 2nd half of the 18" century and the 19"
century. The whole 18" century is to be included into the corpus on the next
stages of the project. The corpus is intended for compiling historical dictionaries
of the above periods. Additional metadata tags were contrived that correspond to
lexicographical labels. Experiments in morphological tagging are described. The
results obtained provide a baseline allowing to improve graphematical (premor—
phological) processing of texts and to work out linguistic and algorithmic tools to
improve morphological analysis.

1 Introduction

Recently the creation of different text corpora has been at the cutting edge of applied
linguistics. In Western countries corpus linguistics formed a separate linguistic universe
in the early 1990s [1, 2], even though the concept of corpus and the first electronic cor—
pora had been known long before. One of the most important notions used in creating a
corpus is a mark-up (tagging, annotation). We are inclined to see it as a borderline sep—
arating a linguistic corpus from an electronic collection of texts. The whole corpora
universe can be broken down into two major groups: specialized and general corpora,
the latter applying to the language in general (normally, to one of its historical periods).
A lot of corpora of different languages have been created for the last years. So far Rus—
sian linguistics lags behind its Western counterparts in corpus studies. The most
renowned Russian corpus is the Uppsala Corpus of Russian Texts created in the remote
60s and outside Russia. By now its linguistic material is neither up to date in volume
(one million word occurrences), nor complies with modern conceptions of a national
corpus at all. And furthermore, this corpus lacks in linguistic annotation, a feature
which is absolutely indispensable in a state of the art in creating a corpus today. In two
decades during the 80s and 90s in Russia, the Russian language databases were built at
the Institute of the Russian Language within the Computerized Russian Language Fund
Program [3]. Unfortunately, the accumulated results were either abandoned or lost and
did not become public heritage. Meantime quite a number of research teams are doing
their best in continuing the program on the modern basis. The results of these efforts
were presented at conferences and published (see references in [4]). The project of the
National Corpus of the Russian Language was started in 2002 to form a representative
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corpus of modern Russian with over 100 million words. The present state of corpus of
65 min. words (as of fall 2005) can be found on the Internet at the address
http://ruscorpora.ru . The description of project can be found in [5].

2 The Projects of Historical Corpora

Within the framework of the National Corpus of the Russian Language there will be a

corpus based on the 19™ century Russian texts. Collection and preprocessing of the

texts for the National Corpus of the Russian Language are carrying out at the Institute

for Linguistic Studies of the Russian Academy of Sciences in Saint-Petersburg, being a

part of work in compiling a new dictionary of the Russian language of the 19™ century

[6]. The dictionary is actually planned as a historical one since the lexical items ap—
peared in the 19" century or underwent any changes during that period will be included

in it. What really differentiates Russian of the 19™ century from other periods is strong

dynamics of its lexical and semantic systems [7]. The corpus of the 19" century is ex—
pected to be both a tool and a source for multifaceted works in lexicography with the fi—
nal goal of compiling a historical dictionary of the period.

When compiling a dictionary of a certain time (in our case it is the 19" century) a
scholar constantly faces the necessity of comparing the material being analyzed with
the lexis of the periods that precede or follow the time of interest. It sounds reasonable
that not only texts of the 19" century but also texts (and/or dictionaries) of the preced —
ing and the following time periods can be useful as the empirical base for the diction—
ary. And if the 20™ century material is adequately covered by the National Corpus of
the Russian Language together with texts posted on the Internet, there are very few
texts of the 18" century there and they are far from being representative. All these reas—
ons made us start building a corpus that will incorporate the second half of the 18" cen—
tury as well. This project began with the creating a corpus of texts by Mikhail Lomono—
sov — the great Russian scientist and a man of letters. The further stages will engulf the
whole textual mass of the 18" century.

Chronological boundaries prove to be one of the problems when one is trying to
create a corpus of a certain period. The corpus of the 18" century will start with the
texts originating in 1708, the year when the Civil alphabet was introduced into Russia.
The boundary between texts of the 18" and 19" century may be set at 1810-1812. This
period marks a turning point in development of lexical structure of the Russian lan—
guage, e.g. wider penetration of abstract words and colloquialisms into literary texts.
This can be accounted for by significant social and cultural factors. Replacement of
former Colleges by Ministries, conquest of Bessarabia, creation of Anti-Napoleon
European coalition, the Patriotic War of 1812, that triggered the global makeover of
Russian social mentality, presence of Russian troops in Europe, introduction of consti—
tutional governments into Finland and Poland, exploration of the Far East and
Kamchatka by the Russians — this is a brief list of the most important events in 1810s —
1820s. It should be noted that Russian lexicographers Y. S. Sorokin and L. L. Kutina,
working on the “Draft Dictionary of the XVIII century Russian Language” [8], set the
upper boundary at 1803-1805 with a partial capture of some later material.
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The upper boundary of 19™ century is then suggested to move up to 1904 — 1905. It
could enable us to reflect to the most extent rapid replenishing of lexical and phraseo—
logy vocabulary, semantic reorganization of many words accompanying with their styl—
istic shift and determining new correlation between the literary and colloquial layers in
various styles appearing at the end of the century. The Russian language of this period
represents the paramount stock of words and word combinations being heterogeneous
both in their origin and semantic/stylistic characteristics.

As a foundation for the corpus a proportional representative selection was made,
including:

1) original fiction — prose and poetry;

2) translations;

3) social and political journalism;

4) popular science essays;

5) letters, personal journals and memoirs;

6) business and official documents;

7) religious literature.

It is of major importance to ensure isomorphism between our selection of texts and the
real genre/style breakdown in the Russian texts.

3 Morphological Tagging

All corpus texts are kept in three forms, namely: a) the text archive (texts in the original
form); b) the corpusoid[9] (processed and marked-up XML-texts); c) the database of a
corpus manager.

In general, there are three levels of text description and, thus, three types of
metadata, namely, quasi-bibliographic, structural and linguistic ones. The first level of
texts description includes a set of standard bibliographic data elements and a set of ele —
ments of literature and book science characterizing genre, style, the history of writing
and publishing, etc. [10]. At the second level the following elements are added to the
document structure: text, chapter, section, paragraph, sentence, phrase, word. Syntactic—
ally only the identification of the some multiword units (e.g., "potomu chto", "tak kak",
"iz-za", "v techenie") is fulfilled. In this stage some special tags are produced for the
beginning and for the end of a sentence (<sent>...</sent>) and for the rest of the punc—
tuation signs (<pun>...</pun>) that will be used by the procedures of the morphologic—
al disambiguation. The morphological tagging, i.e. lemmatization and assigning mor—
phological characteristics to all tokens is carried out at the third level.

The modules of Dialing translation system [11] are used for automated tagging. Mor—
phology interpretation of each text token constitutes a triplet: <Lemma, Part of Speech,
Grammemes>. A grammeme is an elementary descriptor attributing a token to a certain
morphological class, e.g. kamuem (by a stone) with lemma KAMEHD will be described
by the following set of grammemes: "masculine, singular, instrumental, inanimate". All
possible lemmas and sets of grammemes are given for each token. This morphological
ambiguity will mainly be solved at next steps of analysis. But the morphological pro—
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cessor applies heuristic context-dependent rules that resolve some simple cases of am—
biguity.

A set of possible tags and their attributes was defined. XML was chosen as a mark —
ing-up language which allows effective processing of tagged texts by different standard
applications, both today and in future. XML-tags and their attributes are as follows:
<text> - text, <p> - paragraph, <s> - sentence, <w> - word (token), <ana> - common
tag for morphology (attributes lemma, pos (part of speech), gram (grammeme)), <pun>
- punctuation mark, <dg> - tag for numerals, <frgn> - tag for foreign fragments.

Attributes "pos" of the tag <ana> Attributes "gram" of the tag <ana>
C - noun, MP, XKP, cp — gender: masculine, feminine, neuter;
IT - adjective, o], HO - animate, inanimate
I - verb, ell, MH — number: singular, plural;
IMPUYACTHE - participle MM, pI, aT, B H, TB, NP — case: nominative,
JEEIN PAYACTH E - adverbial participle genitive, dative, accusative, instrumental,
HUH®U HATUB - infinitive locative;
MC - pronoun, CB, HC — aspect: perfective, imperfective;
MC-II - pronoun-adjective, me, HII — transitive, intransitive verb;
MC-IIPEJIK - pronoun- predicative, JICT, CTP — VOiCE: active, passive;
YU CJI - numeral, HCT, Ipui1, 0y — tense: present, past, future;
YU CJI-IT - numeral-adjective, nBJI — mood: imperative;
H - adverb, 1, 231, 31 — person: first, second, third;
IPEIK - predicative, Kp — short form (for adjectives and
MPEIYT - preposition, participles);
COI0 3 - conjunction, cpaB H — comparative (for adjectives);
MEZXK ]I - interjection, 0 — indeclinable;
YACT - particle, HMs1, (paM, 0TY - names: personal, family,
BBOIIH - parenthesis, patronymic;
CPABH - comparative, JIOK, opr - place, organization;
®PA3 — idiom. Kau - qualitative adjective;

BONP,0THOC — relative mode, interrogative

mode (for adverbs);

adger — a word usually has not plural;

omu — frequent misprint or error;

JKapr — slang.

Fig. 1. Meanings of attributes of the tag <ana>

The question now arises of whether the contemporary Russian tagger can be used
to automatically tag the old-time texts? The morphological dictionary of Dialing sys—
tem created on the basis of A.Zaliznyak’s “Russian Grammar Dictionary” [12] con—
tains more than 130 thousand lemmas that cover about 3 million word forms, however it
turns to be insufficient for real texts. One ought to remember that this dictionary de—
scribes the standard language of the second half of the 20™ century. What it lacks is
many types of words such as colloquial, dialect, slangy, professional etc. And quite nat—
urally, the obsolete lexis of the 18—19" centuries is poorly presented in it as well. When
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tagging a text morphologically one is to face a number of phenomena which are not

present in the current morphological system. This includes variant inflexions of genit—
ive singular masculine forms (nouns) (y 6epezy — y bepeza, 6aecka — baecky, domy —

Joma'), and of nominative plural masculine and neutral forms (nouns) (sexu — éexa,

CHezu — CHezd, Koavua — Koavyvl, ba0da - 6i006t), superlative forms of adjectives

(camviii HexrcHetiwuti, camolii rouetiuuil (F.M. Dostoyevsky “The Double”)), subjunct—
ive forms of participles and adverbial participles (obpemwuii 6v1, svinymasuuce Ovi),

monosyllabic intransitive adverbial participles (orcdsi, uwsi, 6bsi (6ust), umsi), the usage

of archaic forms connected with the Church Slavonic language due to the long history

of Russian, e.g., the nominative-accusative dual form?®. The following examples from

the texts by Gogol illustrate peculiarities of the morphological system of the 19" cen—
tury: "dsa pyccxkue myxcuka” (modern usage: ABa PyCCKUX), "d8oe Kakue-mo

myxcuun” (OBOe KakMX-To);, "eaaua 3a dea depesdsiHHble KASUA USOPBAHHBLI

bpedens, 2de @udHbl Oblau dea 3anymasutuecs paka u Osecmena NONABWASIC si

naomea" (HEepeBsHHBIX, 3alyTaBIIMXCs), "y Heli depesywxa” (y HeE), "s ¢ samu

paccmarocv He doaee Kak Ha 08a OHu " (AHS).

The analysis of the tagged texts has highlighted various problems to be solved. The
main reasons for failures in morphological tagging of old Russian texts are as follows:
incompleteness of the morphological dictionary; failure to tag word-formative deriv—
ates; failure in tagging because of inflexion problems; insufficiency of graphematical
analysis. For a detailed evaluation of morphological tagging see [13].

When tagging such inflectional languages as Russian it is strongly recommended to
base your work on a morphological dictionary. The solution of the problem consists in
processing of significant amount of texts, revealing unknown words, describing these
words and adding them to the dictionary. This will entail its replenishment.

The Dialing tagger has a prediction algorithm for unknown words which searches
in the dictionary for the most conterminous word form to an entrance word [14]. When
tagging, a "predictor" assigns to an unknown token such a set of possible tags which is
determined by the similar dictionary entry. The accuracy of prediction within the uni—
verse of contemporary Russian current-news texts is between 85 and 90%. The predic—
tion is dubbed accurate if it produces at least one correct answer. This algorithm,
though, when applied to the 18-19™ century vocabulary, does not prove efficient
enough, yielding but 70%, and thus needs further improvement. The expansion of lists
of prefixes and suffixes as well as the use of more complicated linguistic algorithms are
probably required.

However, the completed experiments do testify that the texts of the 18"/19" centur—
ies can be successfully subjected to automatic procedure of morphological tagging. The
specific lexis of the appropriate sublanguage must be identified and added to the mor—
phological dictionary of the system. As new material becomes available, the module of
morphological tagging will be also adapted to the language of the 18"/19" centuries.

Special attention must be paid to the presence of proper names in the automatic
dictionary. Moreover, it does not apply only to automatic dictionaries. This issue ap—

1 «Cpaenanu fiecarh maroe OT JOMY K Kpblibly» (A.D. Beavnm an, "Canomes”, 1846).
2 «Boru npaseansle gann Onunakie kpuib» (E.A. Baparbickui, 1835)
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pears to be a lexicographical one: should a historical dictionary of the language contain
proper names? If so, to what extent? I’'m inclined to say, yes. The new edition of the
“Russian Grammar Dictionary” includes about 8,000 proper names. But these are
mostly modern names used in contemporary texts. Texts of old periods contain very
specific names both semantically and morphologically”.

4 Corpora and Lexicography

It seems that to perform lexicographical tasks would require a special kind of metadata. I
have an impression that the National Corpus of the Russian Language and all modern
existing corpora are hardly suitable for practical needs of dictionary compiling and
diachronic lexicography. For these tasks lexical and semantic tagging, fixation of lex—
ical and semantic variants are required. It is a single concrete meaning or, say, shade of
meaning that is so important for lexicographers and lexicologists. And not a lexeme but
such a meaning does become the subject of annotation. So, the word deso has from 11
to 15 senses in different dictionaries. How quickly and effectively can one find, for ex—
ample, «zesno» in the contexts with meanings «60i1, cpaxkenue» (battle, fight)? An other
meaning «JesTeJbHOCTb, NEHCTBUSI, MOCTYNKU» (activity, work, behavior) opposes to
the meaning “mbicib, uges” (thoughts and words)*. Today it is quite difficult to choose
and to define appropriate meaning from 6150 contexts in the National Russian Corpus.

Special lexical metadata tagging with a set of parameters seems necessary for all

this. These parameters will have the meanings: original — adopted, normative — off-
normative, contemporary — becoming obsolete — obsolete (anoaumusm, OpadrcHux,
Oecmb, cenadown etc.), common — special (apxumpas, anmabaemenm, 6oa0memp,
bezyrok), direct sense — figurative sense (agdmomam, Kogep, mrogpsik) and so on.
This lexical tagging is to be made automatically according to the pre-established co—
ordinates. At present these coordinates can only be represented by an authoritative dic—
tionary, for instance, «Dictionary of Contemporary Russian» in 17 volumes or «Explan—
atory Dictionary of Russian» (edited by. S. Ozhegov, N. Shvedova).

There is another way available — manual content tagging of quite a small propor—
tional archive of sample texts and using this archive as a model for automated content
marking. The algorithm of our actions in this case will be as follows: manual lexical
tagging of some representative texts — creation of checklist on the basis of this subcor—
pus — then automatic tagging of next texts on the basis of checklist — verification of the
results obtained and modification of the dictionary, etc.

This content (or semantic) corpus is to comprise elements of an expert system
which, apart from the corpus, would include as its components, electronic quotation in—
dex, various dictionaries, and means of linguistic and statistic processing of corpus or
index data. The main task of the system is to supply lexicographers with lexical data

3 There is an example to be given from historical toponymy. Texts of the 18-19™ century are
known to have obsolete place names used for stylistic purposes: ['unepbopeiickoe mope,
A eonus. Some of them without fail ought to be included into the dictionary.

4 «Obaomos 3acmesiacs IMomy, Kak 0Oeny cosepulenHo He8o3moxcHomy» H.AToHUapoB.
"O6s0MOB".
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archive and tools to gain unbiased information about word and its relations to others, to
classify word contexts, etc — in other words, to compile materials for dictionaries. In
short, a special program and a linguistic system should be designed to allow a user to
operate efficiently with corpus data in combination with citation card files. The latter,
which are available at the Institute for Linguistic Studies in Saint-Petersburg, count
more than 12,000,000 cards. The third part of this system is a set of existing dictionar—
ies of Russian presented in a digital form.

Finally, I argue that future corpora and dictionaries must be structured in a different
way. A corpus should be an indispensable supplement to a dictionary. A dictionary al—
ways represents but the main nomenclature of lexical items in their general meanings.
Dictionaries and grammars hardly ever take into consideration the unstable and probab—
ilistic nature of the language. There are a lot of lexical and semantic variants, lexical
items, and set expressions usually ignored when compiling a dictionary. Synonymy is
also accounted in dictionaries but partially. The same situation is observed with lexical
collocations. A corpus presents means for discovering and describing of such cases.
Thus, a corpus must be viewed both as a tool for compiling a dictionary and as its in—
tegral component.

5 Conclusion and Further Work

In this paper we have presented the work that has been done in developing a corpus of
the Russian language of the 18" and 19™ centuries. The corpus is intended for compil—
ing historical dictionaries of named periods. Special metadata tags necessary for lexico—
graphers were invented. The corpus has to be combined with existing dictionaries of

Russian and with citation card files. The experiments in automatic morphological tag—
ging of the 18" and 19™ centuries texts were described. The experiments showed that

texts of the 19" century and even the 18" century can be processed by our morphologic—
al tagger. In practice, however, the program dictionary and algorithms have to be

tweaked for Russian of the cited time.

Another important task of the project is presentation of corpus texts in its historical
alphabet. The implementation of UNICODE simplifies the problem. Nevertheless,
there remains the problem of font presentation on users' computers and at the same
time we want to allow users to QUIRY in modern alphabet, thus, we have to ensure
compatibility of words in old and new alphabets within a corpus manager.

In the following stages of the project it is planned to cover the text data archive of
the whole 18" century. We do have an opportunity to create the corpus that will include
all the texts of this century (or at least most of them). The joint electronic catalog of
civil press books, designed by the National Library of Russia, counts about 12,500 bib—
liographic records. Theoretically, we have an opportunity to digitize and annotate all
the texts in civil alphabet (approximately 150,000,000 tokens). Finally this material will
form the historical corpus of the Russian language of modern history.
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1 Introduction

A linguistic corpus is a collection of texts which have been selected and brought
together for studying the language. The texts of a well-designed corpus should be
sampled in a way to represent, as far as possible, the language they are chosen from.
Therefore, spoken corpuses are built as resources for linguistic research of spoken
language. Spoken language here means any language whose original presentation is in
oral form. “If such a text is later presented in written form, without change except for
the transcription, it should be classified as spoken” (Eagles Preliminary
Recommendations on Corpus Typology, 1996).

Research potential of spoken corpora is large and heterogeneous. They can be used
for examination of theoretically settled grammatical rules or for new language
descriptions, based on empirical data, especially in lexicography and grammar studies.
They are also of significant importance as reference sources in language learning,
pragmatic studies, discourse analysis and contrastive studies. Recently, spoken corpora
have also been recognized as important language resources even in speech
technologies.

Spoken language data are, as it is commonly known, very difficult to work with.
The words that appear in an orthographic transcription of a speech event constitute only
a partial representation of the original speech event. To supplement the lack of
information, the analyst can capture other features, by making either a prosodic or
phonetic transcription, and can also record contextual features. Clearly, the level of
transcription will depend upon the purposes for which the corpus is being developed.
For a linguist whose interest is in the patterning of language and in lexical frequency
over large quantities of data, “there will be little need for sophisticated transcription,
and the main consideration will be the quantity and speed of transcription work”
(Thompson 2004). The phonetician, on the other hand, requires less data, but a high
degree of accuracy and detail in the phonetic transcription of recordings, with links,
where possible, to the sound files. For a discourse analyst, richly detailed information
on the contextual features of the original events will be needed. However, the more
detailed the transcription is, less readable it becomes.

The project of building a pilot spoken corpus of Slovene was aimed at theoretical
and practical foundation on building a spoken corpus of Slovene language, which is
planned to complement the 300 million word FidaPLUS' corpus as its spoken
component. The purpose of a pilot corpus was to redefine the criteria for the collection,

1 http://www.fida.net/slo/index.html
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selection and documentation of spoken materials, to develop and test transcription
criteria and mark-up conventions, and finally to show some possibilities for the use of a
corpus for linguistic purposes and language analysis. The aim of the project was to have
a pilot spoken corpus, available in searchable form, with transcriptions linked to sound
files.

2 Pilot Corpus Design

Slovene language is spoken by 2 million speakers in Republic of Slovenia and in
Slovene minorities in Italy, Austria and Hungary, partly also in diasporas around the
world. Corpus of adult native speakers of Slovene should gain representativeness
through a combination of demographic and contextual sampling. Criteria for
determining the structure of a corpus should be small in number, clearly separate from
each other. For the criteria of demographic sampling, 4 categories were proposed: sex,
age, region and education, and for contextual sampling structure of a text (mono-,
dialog), setting (public, private), relation between speakers and hearers (formal,
informal), media (face to face, telephone, radio, TV) and genre of a text. All criteria
have been taken into consideration while building a pilot corpus.

The pilot corpus consists of 7 digital recordings in total length of 89 minutes. All
texts were recorded in year 2004. The specification of the recordings is shown in the
following table:

ID Duration No. of Place of Surreptitious

(min.) speakers recording Genre
RO1 2.17 2 University No interview
R0O2 54.50 6 Studio No round table
RO3 3.58 2 Home No interview
R04 7.31 5 Office No spont. convers.
ROS 3.23 5 Skate-park No interview
RO6 11.54 3 Workplace No spont. convers.
RO7 5.12 2 Home Yes spont. convers.

Table 1. Pilot corpus recording's documentation

All information about speakers has been collected on speaker’s identity lists. The data
are represented in following table:

ID Sex | Year of Birth Age Education Region
GO1 F 1963 41 University Central
G02 M 1965 39 University Central
GO03 F 1966 38 University Central
G04 F 1967 37 University Central
GO5 F 1968 36 University Central
GO06 F 1968 36 University Central
G07 M 1970(?) 34(?) University Other
GOS8 M 1933(7) 71(7) University Central
G09 F 1979 25 University South-east
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ID Sex | Year of Birth Age Education Region
G10 F 1967 37 High school North-west
Gl11 M 1987(?) 17(7) Primary sch. Central
G12 M 1987(?) 17(7) Primary sch. Central
G13 M 1987(7) 17(?7) Primary sch. Central
Gl14 F 1976 28 University South-east
G15 F 1979 25 University Central
Gl6 M 1978 26 High school Central
G17 M 1978 26 High school Central
GI8 F ? ? ? ?
GI19 F 1969 35 University North-west
G20 M 1948 56 High school North-west

Table 2. Pilot corpus speakers' documentation

The sample of 20 speakers is representative according to the sex of the speakers but
not according to other demographic criteria. The actual spoken corpus should consist of
texts representatively taken from 5 areas that represent 5 dialectal groups of Slovene
language. Furthermore there should be 3 age classes and 3 educational classes. The
rather opportunistic nature of a pilot corpus should be taken into consideration while
analyzing the corpus.

Pilot corpus is better designed in the concern of contextual criteria: different
structure types, settings, speaker's positions, genres and media are represented among
the texts. However, the telephone conversations and some other text genres should
necessary be added to the planned spoken corpus. The final design of the pilot corpus
according to contextual criteria is presented in following table:

Contextual criteria Proportion
Dialogue (or multilogue) vs. Monologue 94 % :6 %
Private vs. Public 19,5 % : 80,5 %
Informal vs. Formal 35,5 % : 64,5 %
Media vs. Face to face 31 % : 69 %
Surreptitious vs. Nonsurreptitious 5,6 % : 94,4 %

Table 3. Texts according to selected contextual criteria

3 Transcription and Mark-up

The actual transcription work has been carried out with two transcription tools,
Transcriber and Praat. Transcriber is a tool for segmenting, labeling and transcribing
speech, whereas Praat is a program for speech analysis and synthesis. Both programs
allow automatic alignment of transcriptions and audio files and are available as free
software on the internet. We found Transcriber more user-friendly for transcribing than
Praat, however, it doesn't enable transcribing overlapping speech for more than two
speakers. Praat, on the other hand, is less suitable for transcribing and works very
slowly for longer recordings (more than 30 minutes) but it allows transcribing
overlapping speech of more than two speakers which is often the case with spontaneous
speech.
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Fig. 1. Transcriber working platform transcription of the spoken corpus of Slovene
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Fig. 2. Praat working platform, transcription of the spoken corpus of Slovene
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During actual transcription work, the transcription principles for pilot corpus have been
decided. Some of the adopted tags later proved to be inadequate and will be a subject to
change in the future; however, at this stage they can not be changed. We were following
the TEI and EAGLES recommendations on transcribing and annotating spoken texts,
but also looking for an individual format, corresponding to the nature of Slovene
language . A modified orthographic transcription is usually used when spoken corpora
are concerned and so it is the case in pilot spoken corpus of Slovene. Basic unit of
a speech is an utterance, defined by a short pause or a speaker turn. No punctuation is
used and capital letters are used for proper names only.

The adopted transcription standard for pilot corpus of Slovene language is presented on

the following scheme:

<neraz> (5)
<> text </?>
<lz>
<repet>ftext</repet>
<nst>word</nst>
<okr>word</okr>
[text]
<singing>text</singing>
<shift=vpr>text</>
<shift=poud>text</>
<tj: norv>text</tj>
<nv>laughing</nv>

(description)

<17> text</77>

Tag Meaning
<pavza> short pause (app. 1 sec)
<pravza>(5) pause (5 sec)
<ime> personal name
<priimek> family name
<priimek><f> family name, feminine form
<neraz> unintelligible

unintelligible (5 sec)
uncertain transcription
false start, truncated word
repetition
non-standard word or form
acronym or abbreviation
overlapping speech
paralinguistic markers
part of the text with interrogative intonation
emphasised, stressed
a word or a text, spoken in foreign language
nonverbal events
non communicative background sound

speaker unknown or uncertain

Table 4. Mark-up conventions, used in Pilot Spoken corpus of Slovene
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4 Conversion

The conversion of transcriptions into a searchable corpus has been made by Knut
Hofland at the The Department of Culture, Language and Information Technology
(Aksis) at the University of Bergen. Words are not morpho-syntactically neither
syntactically annotated. Transcripts are linked to the digital audio recordings. To align
audio and transcript, programs such as Transcriber and Praat place markers in the
transcript that point to precise timings within the sound files.

[ozeasrne sne|oz|==[zv]0oy 4 R[Tdh| e [w]
intervals [13]: _T_I
zmin = 24.303386510218825
#max = 25.575938454315303
text = "<shift=vprra<s/shift=vpr>"
intervals [14]:
zmin = 25.575938454315303
¥max = 28.258615525653816
text = "ne gre dol [<neraz>]"
intervals [15]:
Zmin 28.258615525653816
Emax 30.281299516148826

text "ker sva imela [zraénik] <nstrodzgorajl{ nst>"
intervals [16]:
Zmin 30.281299516149826 -

Emax 33.239122855779472

text "<nstrfuld-snst> je veter [pihal <mst>fuld- nst> <nstrfulds nst>] <nst>full nst><repet->"
intervals [17]:

=min = 33.239122955779472

Emax = 35.440293886108506

text = "in je pol &isto ona tadrobna zemljica "
intervals [18]:

#min = 35.440293B886108506

Emax = 37.882217886942278

text = "se lepa presejala [&gez] zragnik na naju’
intervals [19]:

=min = 37.882217B886942278

zmax = 39.739455859407407

text = "sva se <{smeh>éisto rde&a [zbudila]<ssmeh>"
intervals [20]:

#min = 39.739455859407407

zmaz = 41.390334057154185

text = ""

intervals [21]:
#min 41.390334057154185
Emaz 44.382550790570221
text = "[<nvrsmeh< nvs]" =

[«]

| »
[faso [ =1 Read [owr Block Eyre [Rec [Caps

Fig. 3. Time intervals in transcript (WordPad format)

Pilot corpus of Slovene became a part of Corpus Work Bench at Bergen University;? for
scientific purposes and noncommercial use it is also available on FidaPLUS web site.’

2  http://torvald.hit.uib.no/talem/jana/s9.html
3  http://www.fida.net/slo/index.html
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Fig. 4. Pilot Spoken Corpus of Slovene, search form

5 Corpus Analysis

Building a pilot spoken corpus involved a lot of transcription and annotation work. For
89 minutes of recordings about 100 hours of actual transcription work were needed.
Additional time has been spent for many revisions while deciding about transcription
standard. The size of the corpus is about 15.000 tokens — words, prosodic and non-
linguistics tags. The size is rather limited but it allows to show some examples of
corpus use.

To relate the kind of query to the size of corpus, it is best to start with a list of most
frequently used objects, such as word forms or tags. The frequencies follow Zipf's Law,*
which basically means that about half of them occur only once, a quarter only twice,
and so on. There are 3118 word forms in pilot corpus and 2100 among them appears
only once, 400 twice, and about 600 word forms have three or more appearances; the
most frequent word however has almost 500 appearances. There is very little point in
studying words with one occurrence, except in specialized research. If the research is
about events which are more complex than just word occurrence, then a limited corpus
size will probably disable further investigation.

4 Zipf, G. K. 1935. The psychobiology of language. New York: Houghton Mifflin.
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1 498 35.422 Jje

2 425 30.230 ne

3 358 25.464 =)

4 313 22.263 pa

5 297 21.125 in

6 284 20.201 se

7 270 19.205 da

8 268 19.063 to

9 265 18.849 Jja
10 264 18.778 v

11 186 13.230 na
12 143 10.171 tudi
13 130 9.247 za
14 115 8.180 ki
15 106 7.540 fe)
16 105 7.469 tako
17 105 7.469 mhm
18 98 6.971 kaj
19 88 6.259 a
20 86 6.117 Se
21 84 5.975 Ce
22 78 5.548 zdaj

Table 5. Frequency list of a Pilot Spoken Corpus of Slovene

The frequency list shows most frequently used words in pilot spoken corpus
together with their absolute and relative’ frequency. The most frequent word is “je”,
3"“person singular form of a verb fo be (is). The second is a negation word “ne”,
meaning no, which can also be a discourse marker with no negative connotation. The
third most frequently used word is a hesitation voice with mouth half open, “2”. Among
40 most frequent words in pilot spoken corpus we can find mostly grammatical words,
discourse markers and filled pauses. All words need further study for a definition of
their (contextual) meanings and discourse functions.

Ten most frequent words from Slovene reference corpus Fida (www.fida.net)

appear also on the list of 20 most frequent words in pilot spoken corpus. This can be
investigated despite the fact that Fida is a lemmatized corpus and pilot spoken corpus
isn't. The fact that the remaining ten words from the top twenty frequency list in pilot
corpus do not have an outstanding position on Fida's frequency list can hardly be taken
as a surprice, considering that they are mainly discourse markers and filled pauses.
The spoken texts of the pilot corpus are accessible in two ways: as whole texts and
through concordancer. Sometimes, the whole texts are important for linguistics
analysis, however one will search for concordances more often. In pilot spoken corpus
we can search for one, two or three words, or part of the words:

5 Appearance within 1000 words.
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Fig. 5. Pilot Spoken Corpus of Slovene, concordance of a word form “slovens¢ina”

On fig. 5, the concordance of the word “slovenscina” (Slovene language) can be
observed. Each utterance is linked to the actual sound file and attributed with speaker
and record identification (i.e. G02, R02). The three special Slovene characters (¢, Z, §)
presented a problem at one stage of conversion but have finally been properly used in
search form.

Collocations are also an important source for language studies, especially in
lexicography and language learning. A small sized corpus doesn't enable adequate
research comparing to large corpora, however even there some interesting language
behavior could be observed. Following case shows a typical syntactic pattern from
spoken language. When searching for the word form “vem”, I know, which is the most
frequent verb word form in pilot corpus, in 90 % of appearances we found it in
collocation with “ne”, no, what would mean I don't know. That doesn't mean that all
speakers of the corpus were ignorant — we are rather dealing with weakened meaning of
collocation “ne vem” which often appears as a filled pause in a speech.
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ﬂMi fodovoju </okr> ali kje Ze saj ne vem ja 9 Ce bi Slovenci vo
QMi ogorleni <nst> pizda </nst> to pa ne vem ja Cisto so ogorleni k
ﬂMi reCe 9 </shift=vpr> pal <pavza> ne vem jaz zdaj teh izrazov [
QMi je veéno vprasSanje in nikoli ne vem kaj bi odgovoril [ampak
QMi to tudi z muziko <neraz> +G13+ ne vem kaj poslus$ad ne tako si
]+ +G12+ [<nv> smeh </nv>] +Gll+ ne vem kaj %e ja to je to +G13
clil+ v sili uporabili tudi jaz ne vem kaj &tudent biologije
QMi aj potem ko ti izpiski hodijo jaz ne wvem kako je <nst> potlej
QMi [enaintrideseti] +Gl6+ [saj ne vem kako je] sploh [petek]
QMi ur a ves$S +Gl7+ [<neraz> ne vem kako jim to uspeva ej]
QMi je zraven tudi poglavje recimo ne vem kako se uc¢iti jezik ne
ﬂMi vrste sp- <pavza> ponuja recimo ne vem kako se v slovensc¢ini
QMi na <nst> faksu </nst> +Gl5+ ne vem ne vem kako to [izgleda] +G03+
QMi kruh kupit pa bom rekel ne vem kako z rokami sem si t
QMi ne more biti ogrozZena n- ne vem kakSen bi bil 9 razlog
QMi so tukaj navade kak3ni Idm ne vem kakSen je delovni ¢&as
QMi ker pa¢ nisem +Gl6+ [Jja]l ne vem kak3na [delitev] je to
QMi <neraz> kazalo Se drugac¢ne oblike ne vem kaksSne tedenske delavn
QMi so <neraz>] +G20+ ja enkrat pa ne vem kdaj je bila je pa nise
QMi jal om predsednik uprave jaz ne vem kdo <neraz> saj <nst> n
QMi ja <tj> deck </tj> [to] stane ne vem koliko sedemnajst

QMi se je malo zajebaval ah kaj jaz wvem ne saj je mozno da ima
QMi edino] na <nst> faksu </nst> +G15+ ne vem ne vem kako to [izgled
QMi kar se literature tic¢e ampak ne vem ne vem <repet> potem im
QMi smeh </nv> to je tako <neraz> ne vem no on je meni <pavza>
QMi <pavza> pa tudi drugace kaj pa wvem no <pavza> <shift=vpr>
el mene vpradad] +Gl7+ [ej ne vem o Gem <neraz>]

QMi ho&ed <neraz> vse imeti +Gll+ iz ne wvem od <lz> iz [<?> Obsess
QMi Rupel je car Ru- Rupel je ne vem on je tak svetovljan on
QMi mislim vd- primerljiv seveda z ne vem s francoskim inStitutom
QMi vsaj kar se tice jezika ne wvem s te strani se mi zdi [
QMi Irak <nv> pihne skozi nos </nv> saj vem saj to bo ne pa malo bo
QMi gori po hribih mogoce je kaj jaz ne vem samo +G03+ [aha] +G01+
QMi [no Ze ampak] [kolikor jaz wvem se deli] v slovenSc¢ini
QMi [ane] <shift=vpr> kako je ne vem Shakespeare </shift=v

QMi </tj> si pal +G13+ oprijet pa to ne vem srajca pa to <nst>
QMi vem kaj poslu8ad ne tako si potem ne vem te <tj> punk </tj> si p
QMi Se tiho v slovensc¢ini ali ne wvem v katerem jeziku so bili

Fig. 6. Part of collocations list “ne vem", I don't know

The discourse marker “mhm” has, as expected, very high absolute frequency (105)
comparing to it's absolute frequency in ten thousand times bigger corpus Fida (156).
With the pilot corpus we could argue the explanation of a meaning of the word “mhm”
in Slovene standard dictionary: it is explained as a word of hesitation or a word of
restrained agreement. In the pilot corpus, we couldn't find but one example to prove
that explanation among 105 mhms, however some highly represented meanings should
be added to the explanation in the dictionary.
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ﬂmt_ <nv> smeh </nv>] in ka- [mhm] +G07+ [ampak] d druga
QMi v katalons¢ini pa ne morem [mhm] +GO07+ [dobesedno] sede
QMi drzavi kar se tega ti¢e ne [mhm] +G07+ [s] tega vidika
ﬂMi v ozadju) +G03+ [dm] <pavza> [mhm] +G09+ [hitro] eno kart
i+ kot vidite na Atlantiku ne] +G01+ [mhm] +G09+ [mhm] +G10+ [mhm
clil+ ne mored v bistvu ti dobiti +G15+ [mhm] +G09+ in plade in

clil+ ne] +G01+ [mhm] +G09+ [mhm] +G10+ [mhm] +G15+ [mhm
clil+ [mhm] +G09+ [mhm] +G10+ [mhm] +G15+ [mhm] +G03+ obil
QMi ¢asa za [druZenje] +G04+ [mhm] [ampak tista priorite
QMi v Slovenijo preko Moskve ne [mhm] [ampak 9] +G02+ [<nv>
clil+ vidika [ne] hd +G02+ [mhm] [ja <smeh> doktor

clil+ [bo #e torej mogode] [mhm] [ja] +G02+ [3]

i+ mi zdi [da] +G02+ [mhm] [mhm] [0 doktorica <im
QMi [s Slovenci] +G07+ [mhm] [mhm] Jdm kaj vam je to
QMi usposobljena za slovens¢ino +??+ [mhm] [mhm] dm <ime>

clil+ [da] +G02+ [mhm] [mhm] [& doktorica <ime>
QMi na seminarju [ane] +G03+ [mhm] ampak res predvsem v
QMi kaj bom zdaj jaz +G04+ [mhm] bo mogoce <smeh> Se o
QMi Cez [Stirideset] let +G04+ [mhm] bog ve kaj bo ne jaz
QMi funkcijo] c¢eprav je res +G04+ [mhm] da je potreba po [nece
QMi dejansko je pa res +G04+ [mhm] da je- 9 bo treba po
QMi mi véasih smo to +G04+ [mhm] dozivljali tako ne do
ﬂMi [dezela] za nas +G04+ [mhm] drugace jaz sem Studir
QMi [perspektive] predstaviti +G04+ [mhm] in to je uspelo ne tud
ﬂMi naredil in tako naprej +G04+ [mhm] in zato pripravljamo
elil+ konkretno lepo ja +??+ [mhm] ja hvala [<nv> smeh
QMi <repet/> pateticen [ne] +G04+ [mhm] ker je pa tako ne kar
e+ in [drugi] ne +G04+ [mhm] ker v bistvu 9 en del
iy Se dodatni [5tudij] +GO2+ [mhm] mhm doktor <ime>

QMi v Kataloniji [ne] +G04+ [mhm] mi smo se srecali s t
QMi<ime> +G15+ je pa obilo deZzja <pavza> [mhm] ne v Bergnu ne +G03+ a
clil+ in sloven&&ini [ne] +G04+ [mhm] no kot je bilo e prej
QMi <repet/> naj bi bil razlog [mhm] potem 89 Ce lahko govo
clil+ [drugi] del publike +G04+ [mhm] recimo ki &tudira

QMi govo- n- [govorcev] +G04+ [mhm] saj v kon¢ni fazi ne
QMi posebe]j [dopovedovati] +G04+ [mhm] torej seminar je zasn
elil+ [1judi] v +GO04+ [mhm] tujih drZavah da bodo
QMi od ponedeljka do petka ne ja mhm] <neraz> pa na$i semen
QMi zivljenje [<neraz>] +G04+ [mhm] <pavza> [Slovenijal] in
QMi kot za eno drzavo +??+ [mhm mhm] <pavza> mislim in to
QMi precej na delovnem mestu +G04+ [mhm] & doktor <ime> <priim
QMi razseznosti 9 [Slovenije] +G04+ [mhm] 4 je pa razlika

QMi kulture +G07+ [seminarja] [mhm] & ki prihaja iz

QMi oziroma] morajo biti +G04+ [mhm] 8 na razpolago tako da
el se mi zdi] ne +G04+ [mhm] 4 no morda v tem

QMi </nv>] [ne] +G04+ [mhm] 9 no saj 4 zanimivo bi

Fig. 7. Pilot Spoken Corpus of Slovene, concordance of a word “mhm”
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6 Perspectives

Despite many deficiencies, which derived mostly from limited time, human and
financial resources, the pilot spoken corpus of Slovene serves its original purpose. That
was mainly to set the criteria for the collection, selection and documentation of spoken
materials, develop and test transcription and mark-up conventions, and finally show
some possibilities for a corpus use. Pilot spoken corpus, available in searchable form
with transcriptions linked to sound files, is available for language research community.
It will now serve as a resource for redefinition of sampling methods and transcription
and mark-up criteria. Improvements will be taken into considerations when, in the
indefinite future, a construction of 5 million word spoken corpus of Slovene becomes a
reality.
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CREATIVE COMMONS CORPORATION IS NOT A LAW FIRM AND DOES NOT
PROVIDE LEGAL SERVICES. DISTRIBUTION OF THIS LICENSE DOES NOT
CREATE AN ATTORNEY-CLIENT RELATIONSHIP. CREATIVE COMMONS
PROVIDES THIS INFORMATION ON AN “AS-IS” BASIS. CREATIVE
COMMONS MAKES NO WARRANTIES REGARDING THE INFORMATION
PROVIDED, AND DISCLAIMS LIABILITY FOR DAMAGES RESULTING FROM
ITS USE.

License

THE WORK (AS DEFINED BELOW) IS PROVIDED UNDER THE TERMS OF
THIS CREATIVE COMMONS PUBLIC LICENSE (“CCPL” OR “LICENSE”). THE
WORK IS PROTECTED BY COPYRIGHT AND/OR OTHER APPLICABLE LAW.
ANY USE OF THE WORK OTHER THAN AS AUTHORIZED UNDER THIS
LICENSE OR COPYRIGHT LAW IS PROHIBITED.

BY EXERCISING ANY RIGHTS TO THE WORK PROVIDED HERE, YOU
ACCEPT AND AGREE TO BE BOUND BY THE TERMS OF THIS LICENSE. THE
LICENSOR GRANTS YOU THE RIGHTS CONTAINED HERE IN
CONSIDERATION OF YOUR ACCEPTANCE OF SUCH TERMS AND
CONDITIONS.

1. Definitions

a. “Collective Work” means a work, such as a periodical issue, anthology or
encyclopedia, in which the Work in its entirety in unmodified form, along with
a number of other contributions, constituting separate and independent works
in themselves, are assembled into a collective whole. A work that constitutes a
Collective Work will not be considered a Derivative Work (as defined below)
for the purposes of this License.

b. “Derivative Work” means a work based upon the Work or upon the Work and
other pre-existing works, such as a translation, musical arrangement,
dramatization, fictionalization, motion picture version, sound recording, art
reproduction, abridgment, condensation, or any other form in which the Work
may be recast, transformed, or adapted, except that a work that constitutes a
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Collective Work will not be considered a Derivative Work for the purpose of
this License. For the avoidance of doubt, where the Work is a musical
composition or sound recording, the synchronization of the Work in timed-
relation with a moving image (“synching”) will be considered a Derivative
Work for the purpose of this License.

c. “Licensor” means the individual or entity that offers the Work under the
terms of this License.

d. “Original Author” means the individual or entity who created the Work.

e. “Work” means the copyrightable work of authorship offered under the terms
of this License.

f. “You” means an individual or entity exercising rights under this License who
has not previously violated the terms of this License with respect to the Work,
or who has received express permission from the Licensor to exercise rights
under this License despite a previous violation.

2. Fair Use Rights. Nothing in this license is intended to reduce, limit, or restrict any
rights arising from fair use, first sale or other limitations on the exclusive rights of the
copyright owner under copyright law or other applicable laws.

3. License Grant. Subject to the terms and conditions of this License, Licensor hereby
grants You a worldwide, royalty-free, non-exclusive, perpetual (for the duration of the
applicable copyright) license to exercise the rights in the Work as stated below:

a. to reproduce the Work, to incorporate the Work into one or more Collective
Works, and to reproduce the Work as incorporated in the Collective Works;

b. to distribute copies or phonorecords of, display publicly, perform publicly, and
perform publicly by means of a digital audio transmission the Work including
as incorporated in Collective Works.

c. For the avoidance of doubt, where the work is a musical composition:

i. Performance Royalties Under Blanket Licenses. Licensor waives
the exclusive right to collect, whether individually or via a
performance rights society (e.g. ASCAP, BMI, SESAC), royalties for
the public performance or public digital performance (e.g. webcast)
of the Work.

ii. Mechanical Rights and Statutory Royalties. Licensor waives the
exclusive right to collect, whether individually or via a music rights
society or designated agent (e.g. Harry Fox Agency), royalties for any
phonorecord You create from the Work (“cover version”) and
distribute, subject to the compulsory license created by 17 USC
Section 115 of the US Copyright Act (or the equivalent in other
jurisdictions).

d. Webcasting Rights and Statutory Royalties. For the avoidance of doubt,
where the Work is a sound recording, Licensor waives the exclusive right to
collect, whether individually or via a performance-rights society (e.g.
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SoundExchange), royalties for the public digital performance (e.g. webcast) of
the Work, subject to the compulsory license created by 17 USC Section 114 of
the US Copyright Act (or the equivalent in other jurisdictions).

The above rights may be exercised in all media and formats whether now known or
hereafter devised. The above rights include the right to make such modifications as are
technically necessary to exercise the rights in other media and formats, but otherwise
you have no rights to make Derivative Works. All rights not expressly granted by
Licensor are hereby reserved.

4. Restrictions. The license granted in Section 3 above is expressly made subject to and
limited by the following restrictions:

a. You may distribute, publicly display, publicly perform, or publicly digitally
perform the Work only under the terms of this License, and You must include
a copy of, or the Uniform Resource Identifier for, this License with every copy
or phonorecord of the Work You distribute, publicly display, publicly perform,
or publicly digitally perform. You may not offer or impose any terms on the
Work that alter or restrict the terms of this License or the recipients' exercise
of the rights granted hereunder. You may not sublicense the Work. You must
keep intact all notices that refer to this License and to the disclaimer of
warranties. You may not distribute, publicly display, publicly perform, or
publicly digitally perform the Work with any technological measures that
control access or use of the Work in a manner inconsistent with the terms of
this License Agreement. The above applies to the Work as incorporated in a
Collective Work, but this does not require the Collective Work apart from the
Work itself to be made subject to the terms of this License. If You create a
Collective Work, upon notice from any Licensor You must, to the extent
practicable, remove from the Collective Work any credit as required by clause
4(b), as requested.

b. If you distribute, publicly display, publicly perform, or publicly digitally
perform the Work or Collective Works, You must keep intact all copyright
notices for the Work and provide, reasonable to the medium or means You are
utilizing: (i) the name of the Original Author (or pseudonym, if applicable) if
supplied, and/or (ii) if the Original Author and/or Licensor designate another
party or parties (e.g. a sponsor institute, publishing entity, journal) for
attribution in Licensor's copyright notice, terms of service or by other
reasonable means, the name of such party or parties; the title of the Work if
supplied; and to the extent reasonably practicable, the Uniform Resource
Identifier, if any, that Licensor specifies to be associated with the Work, unless
such URI does not refer to the copyright notice or licensing information for the
Work. Such credit may be implemented in any reasonable manner; provided,
however, that in the case of a Collective Work, at a minimum such credit will
appear where any other comparable authorship credit appears and in a manner
at least as prominent as such other comparable authorship credit.
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5. Representations, Warranties and Disclaimer

UNLESS OTHERWISE MUTUALLY AGREED TO BY THE PARTIES IN
WRITING, LICENSOR OFFERS THE WORK AS-IS AND MAKES NO
REPRESENTATIONS OR WARRANTIES OF ANY KIND CONCERNING THE
MATERIALS, EXPRESS, IMPLIED, STATUTORY OR OTHERWISE, INCLUDING,
WITHOUT LIMITATION, WARRANTIES OF TITLE, MERCHANTIBILITY,
FITNESS FOR A PARTICULAR PURPOSE, NONINFRINGEMENT, OR THE
ABSENCE OF LATENT OR OTHER DEFECTS, ACCURACY, OR THE PRESENCE
OF ABSENCE OF ERRORS, WHETHER OR NOT DISCOVERABLE. SOME
JURISDICTIONS DO NOT ALLOW THE EXCLUSION OF IMPLIED
WARRANTIES, SO SUCH EXCLUSION MAY NOT APPLY TO YOU.

6. Limitation on Liability. EXCEPT TO THE EXTENT REQUIRED BY
APPLICABLE LAW, IN NO EVENT WILL LICENSOR BE LIABLE TO YOU ON
ANY LEGAL THEORY FOR ANY SPECIAL, INCIDENTAL, CONSEQUENTIAL,
PUNITIVE OR EXEMPLARY DAMAGES ARISING OUT OF THIS LICENSE OR
THE USE OF THE WORK, EVEN IF LICENSOR HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES.

7. Termination

a. This License and the rights granted hereunder will terminate automatically
upon any breach by You of the terms of this License. Individuals or entities
who have received Collective Works from You under this License, however,
will not have their licenses terminated provided such individuals or entities
remain in full compliance with those licenses. Sections 1, 2, 5, 6, 7, and 8 will
survive any termination of this License.

b. Subject to the above terms and conditions, the license granted here is perpetual
(for the duration of the applicable copyright in the Work). Notwithstanding the
above, Licensor reserves the right to release the Work under different license
terms or to stop distributing the Work at any time; provided, however that any
such election will not serve to withdraw this License (or any other license that
has been, or is required to be, granted under the terms of this License), and
this License will continue in full force and effect unless terminated as stated
above.

8. Miscellaneous
a. Each time You distribute or publicly digitally perform the Work, the Licensor
offers to the recipient a license to the Work on the same terms and conditions
as the license granted to You under this License.
b. If any provision of this License is invalid or unenforceable under applicable
law, it shall not affect the validity or enforceability of the remainder of the
terms of this License, and without further action by the parties to this
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agreement, such provision shall be reformed to the minimum extent necessary
to make such provision valid and enforceable.

c. No term or provision of this License shall be deemed waived and no breach
consented to unless such waiver or consent shall be in writing and signed by
the party to be charged with such waiver or consent.

d. This License constitutes the entire agreement between the parties with respect
to the Work licensed here. There are no understandings, agreements or
representations with respect to the Work not specified here. Licensor shall not
be bound by any additional provisions that may appear in any communication
from You. This License may not be modified without the mutual written
agreement of the Licensor and You.

Creative Commons is not a party to this License, and makes no warranty
whatsoever in connection with the Work. Creative Commons will not be liable to
You or any party on any legal theory for any damages whatsoever, including
without limitation any general, special, incidental or consequential damages
arising in connection to this license. Notwithstanding the foregoing two (2)
sentences, if Creative Commons has expressly identified itself as the Licensor
hereunder, it shall have all rights and obligations of Licensor.

Except for the limited purpose of indicating to the public that the Work is
licensed under the CCPL, neither party will use the trademark ‘“Creative
Commons” or any related trademark or logo of Creative Commons without the
prior written consent of Creative Commons. Any permitted use will be in
compliance with Creative Commons' then-current trademark usage guidelines, as
may be published on its website or otherwise made available upon request from
time to time.

Creative Commons may be contacted at http://creativecommons.org/.
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